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Gruesome Counterfactuals

Jared Warren

One of the most popular answers to the grue puzzle appeals to coun-
terfactual dependence. An observed green emerald is grue. But while it
still would have been green even if unobserved, if unobserved it would
not have been grue. Because of this, or something like it, we can project
“green” but not “grue” to the unobserved emeralds. Counterfactual theo-
ries have been offered by Frank Jackson and Peter Godfrey-Smith, among
others. But there is a worry that all counterfactual approaches to grue
fail for the same reason—counterfactual symmetry. The grue theorist
can endorse symmetrical counterfactuals: an observed green emerald
would have been grue but not green if unobserved. It then seems that
counterfactual responses to grue beg the question. Here I argue that
there are two ways to understand this challenge and that they both fail,
but for different reasons. I close by drawing some general lessons about
philosophical fair play regarding the twentieth century’s many broadly
semantic, broadly skeptical challenges—grue, quus, gavagai, and the
like.

1 Counterfactuals and Grue

All of the emeralds we’ve observed have been green. They’ve also been grue—
either green and observed or blue and unobserved. Yet we take our observa-
tions to support or confirm the hypothesis that all emeralds are green, but not
the hypothesis that all emeralds are grue. We inductively project the “green”
predicate, but not the “grue” predicate. The new riddle of induction is roughly
the challenge of explaining and vindicating these inductive policies.1
One popular strategy for answering the riddle appeals to counterfactual

differences between green and grue. For a given observed green emerald, 𝑒,
the following counterfactuals seem true: Observed(e) Green(e)

(1) ¬ Observed($e)

1 The riddle derives from Goodman (1946, 1955).
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Gruesome Counterfactuals 315

(2)

]{#one} ¬Observed(e)� Green(e)

(II) ¬Observed(e)� ¬Grue(e)

If 𝑒 hadn’t been observed, it still would have been green. But if it hadn’t been
observed, it wouldn’t have been grue. On this strategy, counterfactuals like
these are key to why projecting “green” is warranted but projecting “grue” is
not.
The counterfactual strategy comes in different forms. Not all of them appeal

to (1) and (2).2 And not all that appeal to (1) or (2) do so in the exact same
way. For some it is our knowledge of such counterfactuals that is key.3 For
others it is enough that we believe such counterfactuals.4 For still others, the
truth of (1) and (2) is what matters.5 These differences are important, and
will be relevant at several points below, but I won’t belabor them. It has been
claimed that every counterfactual approach to grue fails for the same reason—
counterfactual symmetry.6 I will respond to the challenge here, but obviously,
even if my response is successful, counterfactual responses to grue might fail
for other reasons.

2 Counterfactual Symmetry

The grue theorist can respond to counterfactual approaches by rejecting (1)
and (2) and instead accepting:

(III) ¬Observed(e)� ¬Green(e)
(IV) ¬Observed(e)� Grue(e)

Given that the antecedent is possible—♦¬Observed(e)—(1) and (III) are
incompatible, as are (2) and (IV). The challenge is roughly that if we can
vindicate our practices by appealing to (1) and (2), the grue theorist can
vindicate gruesome practices by instead appealing to (III) and (IV). The exact
nature of the appeal will, of course, depend on the details of the counterfactual

2 See Freitag (2015, 2016) for a counterfactual approach that doesn’t appeal to (1) or (2).
3 See Jackson (1975).
4 See Schramm (2014) and Okasha (2007). In Jackson and Pargetter (1980) justified belief is
appealed to.

5 See Godfrey-Smith (2003, 2011).
6 See Roskies (2008) and Dorst (2016, 2018); Schwartz (2005) makes some related points.
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316 Jared Warren

account on offer. Taken generally, the claim is that the gruesome practice is
symmetrical to our non-gruesome practice, in the epistemically relevant way.
Some counterfactual theorists will be finewith this. Alfred Schrammmerely

attempts to show that at most one out of “all emeralds are green” and “all
emeralds are grue” is confirmed by our evidence.7 And Samir Okasha’s posi-
tion makes warrant for an inductive inference relative to our beliefs.8 If you
believe (1) and (2), you are warranted in concluding that all emeralds are
green. If you instead believe (III) and (IV), you are warranted in concluding
that all emeralds are grue. These versions of the counterfactual strategy aim
for a somewhat limited conclusion. They want to show that projecting “green”
but not “grue” is warranted for us, given our beliefs.
This is compatible with gruesome practices being warranted relative to

alternative beliefs. Admitting this is not paradoxical, nor need it collapse into
epistemic relativism. Nearly everyone accepts this kind of distinction. Differ-
ent background beliefs warrant different conclusions. The kind of epistemic
warrant being used here is broadly internalist; it is based on factors internal
and accessible to the agent, such as their beliefs. Call this kind of internalist
epistemic warrant justification. There is also an externalist kind of epistemic
warrant, call it entitlement. Entitlement can depend on factors completely
outside of and inaccessible to an agent. In the case at hand, perhaps the mere
truth of (1) and (2) means that we are entitled to “green” projections, but not
“grue” projections.
So both justification and entitlement to “green” projections can be secured

using counterfactual strategies. This is significant; most attempted replies to
grue don’t even get this far. But while it certainly shouldn’t be dismissed, we
may hope for a bit more. On the internalist front, we might hope for non-
question-begging arguments that beliefs in (1) and (2) are justified, while
beliefs (2) and (IV) are not. On the externalist front, we might hope for non-
question-begging arguments that (1) and (2) are true, while (2) and (IV) are not.
These and other hopes seem to hinge on our being able to successfully defend
a counterfactual theory based on (1) and (2) against a gruesome counterfactual
theory based on (2) and (IV).
Can counterfactual attempts to solve grue successfully rebut the challenge

of counterfactual symmetry? This is our question. To answer it, we’ll need to

7 In Schramm’s (2014) terminology, people who believe (III) and (IV) while disbelieving (1) and
(2) have different evidence than people—like us—who have the opposite beliefs.

8 See Okasha’s (2007) commentary on Jackson (1975).
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distinguish between two different ways of pushing the symmetry challenge. I
think that both ways fail, but they fail for different reasons.

3 The Epistemological Version

Goodman originally defined “grue” as being either green and observed before
𝑡, or blue and unobserved before 𝑡. Above, I followed the common practice of
simply assuming that 𝑡 is now. Either way, the definition of “grue” involves a
temporal element. A natural first thought is that this temporal element is what
defeats the projection of “grue”. In response to this, Goodman introduced a
parallel term, “bleen”, meaning observed and blue or unobserved and green.
He then noted that “green” and “blue” are definable using “grue” and “bleen”
(Goodman 1955). In a language that starts with “grue” and “bleen”, it is “green”
and not “grue” that has an explicit temporal element in its definition. This
shows that whether a term’s definition includes a temporal element—and
even whether a term is defined at all—is language-relative.
This point is much cleaner than the counterfactual symmetry point. All

Goodman needed to show was that a definition existed for “green” that in-
cluded an explicit temporal element. The correctness of Goodman’s definition
is common ground in the debate. Some have doubted the possibility of a
grue/bleen mother tongue, and others have pointed to lingering temporal
asymmetries between “grue” and “green”, but nobody challenges the accu-
racy of Goodman’s definition of “green” in terms of “grue” and “bleen”. The
definitional facts are agreed upon by all parties.
Not so for the counterfactual facts. Counterfactual claims are about the

world and its features. This match would light, if struck. This sugar cube
would dissolve, if placed in water. That star would collapse into a black hole,
if it were twice as massive. Those who disagree with us about the world and
its features may well disagree with us about which properties are indepen-
dent of our observational procedures. So unlike grue theorists who adopt
Goodman’s symmetrical definitions, grue theorists who endorse symmetrical
counterfactuals disagree with us aboutmatters of fact.
The question is whether there is truly symmetry here and, if so, what kind?

One idea is that there is epistemological symmetry. Adina Roskies (2008)
has pushed something like this form of the counterfactual symmetry point,
calling it the problem of “counterfactual robustness”. Her direct target is
Jackson’s theory, which required knowledge of counterfactuals like (1) and (2).

doi: 10.48106/dial.v75.i3.01
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318 Jared Warren

Roskies claims that any route to this knowledge is question-begging against
proponents of (III) and (IV).9
This version of the counterfactual symmetry challenge isn’t merely the orig-

inal grue puzzle in another guise, at least on the most natural understanding.
It is instead akin to a skeptical challenge based on grue. It asks us how we
know that the world isn’t radically different than we think it is. How do we
know that color features don’t depend on observations? The challenge is now
to vindicate our overall picture of physical reality, not just to defend some of
our local inductive policies.
Of course, from the earliest presentations, Goodman tied the grue puzzle to

issues of laws and counterfactuals. So you might question my claim that the
epistemological symmetry challenge substantively differs from the original
grue puzzle. I agree that in its more expansive formulations, Goodman’s
puzzle concerns not only induction proper but also more general explanatory
reasoning, including abduction or “inference to the best explanation.” This
point was perhaps first clearly made in the literature by John Moreland in an
excellent but little-noticed discussion published in 1976:

What is misleading in Goodman’s formulation of the Riddle is
that it mixes questions of induction with questions of abduction.
It is not just a question of which [hypothesis] to project. We have
seen that in the appropriate circumstances either might be pro-
jected. We wish normally to reject [the gruesome hypothesis]
out of hand (regardless of the evidence) because in most situ-
ations [the gruesome hypothesis] would not be accepted as an
explanatory hypothesis; and this is a question of abduction, not
induction. […] it does seem important to distinguish between
the question of whether or not [the gruesome hypothesis] is to
be projected in a given situation and the question of whether or
not [the gruesome hypothesis] would ever be formulated as an
explanatory hypothesis and, thus, made a candidate for inductive
confirmation. [Moreland (1976), 376.]10

In the case of Jackson’s counterfactual theory, a division like this falls out
quite naturally. We start with the question of which predicates we can project,

9 A related argument is in Schwartz (2005), targeting Godfrey-Smith (2003).
10 I tracked down and read Moreland’s paper after first reading a detailed synopsis of it in Stalker’s

incredible annotated bibliography of the first fifty years of grue literature, found in Stalker (1994).
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but answering that question involves an appeal to background knowledge of
counterfactuals. This background knowledge is what is questioned by Roskies.
There are at least two questions here, and they are not the same. Proponents
of counterfactual theories are independently committed to distinguishing
them.
In fact, everyone must distinguish between questions of induction and

questions of abduction, not just counterfactual theorists.11 So this isn’t an ad
hoc move of desperation in the face of refutation. Nor does distinguishing
these questions mean that a unified inductive logic, covering all reasonable
non-deductive reasoning, is impossible.12
With this distinction noted, Jackson can plausibly explain how it is that

we know (2) (which is what, on his account, blocks the projection of “grue”).
The overall answer is likely a very long story.13 In short: an extended process
of observation, induction, deduction, and—most crucially—abduction led
to our overall theory of the natural world. This overall scientific story en-
tails (2), so knowing this, our overall theoretical knowledge transfers from
our background theory to (2). Unless everything is always up for grabs, it is
perfectly legitimate to appeal to our fundamental beliefs about the natural
world when evaluating some particular inductive inference involving a newly
introduced predicate. No question is begged in the process. Toward the end
of her discussion, Roskies herself indicates openness to this type of reply
to her challenge. She says her goal was only to show that a Jackson-style
counterfactual account required supplementation.
I don’t disagree completely, but we should put the point somewhat differ-

ently. We should say that Jackson’s account of projection is fine as it stands,
but add that it appeals to background knowledge that must itself be explained,
in the long run. That explanation will involve not the original anti-grue rea-
soning, but instead general explanatory reasoning about the world, so there is

11 In addition to the introduction of the “IBE” terminology, Harman (1965) argued that enumerative
induction should be understood using inference to the best explanation. This is either unac-
ceptable or compatible with the point I’m making here, depending on exactly how the claim is
understood.

12 van Fraassen (1989) has argued that IBE contradicts conditionalization, and so cannot be inte-
grated into a standard Bayesian framework. But his argument is based on an implausible way
of combining Bayesianism with explanatory reasoning. For a better strategy for integration, see
Huemer (2009) andWeisberg (2009).

13 I believe Jackson was always aware of this. Douglas Stalker told me that Jackson once told him
that a full development and defense of his (Jackson’s) approach to grue would take a very long
book, not just a paper.
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no circularity. If general explanatory considerations tell against the overall
grue position, including the alternative counterfactuals, then Jackson has an
answer to the symmetry challenge.14
It is worth noting that in requiring knowledge of counterfactuals like (2),

Jackson’s account is extremely demanding.15 Every other counterfactual the-
ory of projection requires much less of us. This is important. I already men-
tioned that variant theories like Okasha’s and Schramm’s require only belief
in the relevant background counterfactuals, not knowledge. And other coun-
terfactual theories, like Godfrey-Smith’s, require only the truth of the relevant
counterfactuals. I highlight these points to stress that, by considering the sym-
metry challenge as aimed at Jackson’s original counterfactual approach, we
have been considering it in its strongest form. Other counterfactual theories
should do at least as well at answering the challenge.
Whatever form the counterfactual theory takes, there is no epistemological

symmetry between us and the grue theorists with respect to these counter-
factuals. If all parties understand counterfactuals as we do, then there are
good reasons for preferring (1) and (2) over (III) and (IV). These reasons are
general and theoretical and explanatory, but they aren’t question-begging.
Of course, this assumes that the challenge is posed using our understand-
ing of counterfactuals. There is another way of pressing the counterfactual
symmetry challenge. This more radical approach has recently been pursued
by Christopher Dorst in critical discussions of the theories of both Alfred
Schramm andWolfgang Freitag.16 Here I’ll be discussing the general merits of
the challenge, not its justice as an objection to any particular counterfactual
theory.

4 The Similarity Version

Consider how we semantically evaluate counterfactuals like (1), (2), (III), and
(IV). Obviously, we used and asserted and evaluated counterfactuals long

14 In addition to Moreland’s (1976) discussion, my response here also dovetails with Godfrey-
Smith’s (2011) response to related objections, which he attributes to Laura Schroeter and Ira
Schall. Though in some ways his discussion makes the challenge he is addressing sound more
like the alternative similarity version discussed below.

15 Jackson later altered his account in several ways—see Jackson and Pargetter (1980).
16 See Dorst (2016, 2018), Schramm (2014), and Freitag (2015, 2016). Schramm’s approach is similar

to that of Jackson (1975) in many ways, but different in others. But despite how Dorst interprets
him, Freitag doesn’t appeal to knowledge of or belief in either (1) or (2)—see Freitag (2019) for
further clarifications about this.
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before anyone came up with an explicit semantic theory for counterfactuals.
Still, a semantics is useful for codifying the truth conditions our practices
assign to counterfactuals. The usual counterfactual semantics derives from
Stalnaker and Lewis and uses a similarity metric over the space of possible
worlds.17 Here’s a simplified version of this kind of semantics:

A counterfactual ⌜𝜙� 𝜓⌝ is true at a world 𝑤 just in case in all of
the most similar worlds where 𝜙 is true, 𝜓 is also true.18

What exactly similarity comes to here has been much discussed.19 There is
broad agreement over cases, but the precise analysis is tricky. Sometimes
“similarity” is claimed as subjective—including by Goodman himself.20 Yet
if subjectivity about similarity is combined with a similarity-semantics for
counterfactuals, and then fed into our scientific and inductive practices as the
counterfactual strategy requires, absurdities result.21 This will be illustrated
below.
Let’s first assume that the relevant notion of similarity, though context-

sensitive, is not completely subjective. Given what wemean by “most similar”
in this semantic clause, the only way for (III) and (IV) to be true while (1) and
(2) are false is for the world to be wildly different in the manner discussed in
the previous section. Yet there is another option. Grue theorists could appeal
to radically different “similarity” judgments, and then use those judgments in
their counterfactual semantics without otherwise disagreeing with us about
the world.
This involves saying that a world in which an observed green emerald

𝑒—this very one—is unobserved and blue, ismore similar to our world than
is a world where 𝑒 is unobserved but green. This is bizarre to us, given what
we mean by “similar.” Perhaps there are possible worlds where 𝑒, this very
thing, is blue and not green. But given everything we know and believe about
physics, chemistry, optics, and more, such a world must be very dissimilar to

17 See Stalnaker (1968) and Lewis (1973). A relatively popular minority alternative analyzes coun-
terfactuals using strict conditionals (⌜𝜙 J 𝜓⌝) and context-sensitivity.

18 Stalnaker and Lewis make different framework assumptions that lead to differences in their
respective counterfactual logics. These differences won’t be of concern here. Lewis’s approach
doesn’t require a sphere of similarity containing only antecedent worlds, but I have simplified.

19 See Fine (1975), Lewis (1979), and Bennett (2003) for important contributions.
20 Not by proponents of the similarity semantics for counterfactuals—see Lewis (1983b). For

Goodman’s treatment, see his (1972, ch. IX).
21 Something like this bullet is bitten by Ullian (1961).
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our world. The imagined grue theorist denies this. They agree with us about
which worlds are possible. And they also agree with us about the facts in this
world, but they disagree about how similar certain worlds are to this world.
Something like this reply might be implicit in some of Goodman’s later

discussions of gruesome matters. More recently it has been explicitly pursued
by Dorst in reply to recent counterfactual approaches:

We are thus examining the same world in both cases, so only one
of the two counterfactuals can possibly be true. […] But which
one is true? That will evidently depend on the similarity metric
we impose on the space of possible worlds. On our traditional un-
derstanding of ‘similarity,’ the closest (most similar) world where
the emeralds in our evidence class were not observed before 2020
will be one in which they are green and not grue. Surely, how-
ever, a ‘grue’-speaker would have exactly the opposite conception
of ‘similarity.’ After all, he thinks grue things all “look alike,” so
it is only natural that his conception of similarity would reflect
that. […] So if we appeal to counterfactuals to justify the ‘green’
induction over the ‘grue’ induction, the ‘grue’- speaker will have
a precisely symmetric justification open to him. (Dorst 2016, 153)
22

This understanding of the counterfactual symmetry challenge differs from
the epistemological understanding discussed above. In some ways it is a more
radical and troubling challenge.
There is no accounting for taste, andmaybe there is no accounting for weird

similarity judgments either. Yet meaning is determined by use. It’s plausible
that anyone who clearheadedly used the term “similar” so differently would
no longer mean what we mean by the term. If they then used their alternative
notion of similarity in giving a counterfactual semantics, this difference in
meaning will also infect terms like “would” and “counterfactual.” But the
real issue is not about semantic theory. The real issue is use—the use that
the formal semantic theory was meant to codify. Drastic changes in use lead
to changes in meaning. If these grue theorists use counterfactuals in a way
that aligns with their “similarity” judgments and not ours, then they no longer
mean what we mean by counterfactuals.

22 A similar passage also occurs in Dorst (2018, 181).
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If this “change of meaning” charge is true, it provides a response to the
similarity version of the counterfactual symmetry challenge. The response is
that, in adopting this version of the challenge, grue theorists have changed
their language significantly. They have changed it so much, in fact, that they
no longer disagree with us. Our dispute has devolved into a merely verbal
dispute, with no direct disagreement.
In order to see this, it is important to understand that the kind of linguistic

change involved here is not the simple change of moving to a language in
which there are primitives for “grue” and “bleen” but all else remains the
same. In that type of language, “similar” still has the same meaning it has
in our language. So those grue speakers will agree with us about (1), (2),
(III), and (IV) or rather, about their translations into the grue language. That
change did not amount to a difference in worldview, only a difference in
language. This shows that the radical counterfactual similarity charge is not
backed up by the possibility of grue/bleen languages of the kind discussed by
Goodman.23 Instead a much more radical linguistic change is required, one
that systematically alters the truth conditions of counterfactuals.
Somemay quibble. Hasmeaning really been changed, theywill ask. Anyone

who thinks meaning is closely tied to use will say yes. And since almost
everyone thinks that meaning is closely tied to use, almost everyone will say
yes. Even Quine, the arch-critic of analyticity, argued that drastic meaning
changes undermine simple homophonic translations (Quine 1970).24 So I
don’t think my claims about meaning change beg any significant questions
about analyticity or the like.
We could argue for meaning change here theoretically, by appealing to

widely accepted theoretical principles of interpretation or translation—charity,
humanity, rationality, and so on.25 But the central point is probably best illus-
tratedmore simply, by reflecting on simple applications of our actual practices
of translation and interpretation. Imagine that you encounter someone who
clear-headedly makes “similarity” judgments that align with those of our
imagined grue theorist. Even after all of the facts are in, they continue to
disagree with you. They say that grue things are “more similar” to each other
than green things, even more similar with respect to “color,” and that grue
things, but not green things, “look alike.” After you convinced yourself that
these divergences are not caused by some perceptual deficiency or a mistake

23 Dorst (2016, 2018) sometimes seems to deny this. See also Schwartz (2005).
24 See Warren (2018) for an updated version of the argument.
25 For such principles, see Grandy (1973), Lewis (1974), Hirsch (2011), andWarren (2016).
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about the factual situation, you would conclude that your interlocutor simply
spoke a different language than you did. They simply do not mean what you
mean by “similar” or the like.
This meaning change diagnosis is the best and most appealing way to

understand the apparent disagreement here. To some extent though, it can
be left to one side. The crucial point concerns the differences in practical
language use. Even those who think there is a difference of opinion, not a
difference of meaning, must admit that the gruesome practices differ wildly
from our own. Let me provide a concrete illustration of this by considering
what happens after time 𝑡, where 𝑡 is the time to which the definition of “grue”
is indexed. Let’s update Goodman’s original definition with a predicate for
“observed before 2020”:

Grue2020(𝛼) ↔ (Green(𝛼)∧Observed2020(𝛼))∨(Blue(𝛼)∧¬Observed2020(𝛼))

Something is grue2020 just in case it is either green and observed before
2020 or blue and not observed before 2020. Since it is now past 2020, we can
observe previously unobserved emeralds without them being observed2020.
What happens when we do is instructive. On January 1st, 2020, the grue
defender is committed to the following for previously observed emerald, 𝑒:

(III*) ¬Observed2020(e)� ¬Green(e)
(IV*) ¬Observed2020(e)� Grue2020(e)

Now let us observe a previously unobserved emerald, m.

1. ¬Observed2020(m) ∧ Emerald(m) (assumption)
2. ∀𝑥(Emerald(𝑥) → Grue2020(𝑥)) (inductive projection made by the

grue defenders, backed up by (III*) and (IV*))
3. Grue2020(m) (1,2)
4. Blue(m) (1,3 and the definition of “Grue2020”)

1. ¬Observed2020(m) ∧ Emerald(m) (assumption)
2. ∀𝑥(Emerald(𝑥) → Grue2020(𝑥)) (inductive projection made by the grue defenders, backed up by (III*) and (IV*))
3. Grue2020(m) (1,2)
4. Blue(m) (1,3 and the definition of “Grue2020”)
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(1) ¬Observed2020(m) ∧ Emerald(m)
(2) ∀𝑥(Emerald(𝑥) → Grue2020(𝑥))
(3) Grue2020(m)
(4) Blue(m)

In other words, these grue theorists can prove to themselves thatm is blue, and
then they look to the world and see that it’s green. Saying that m is green does
not beg any questions here. This is because the similarity-based symmetry
challenge differs from the epistemological challenge. The radical grue theory
under consideration is supposed to agree with us about all of the physical
facts, including facts about the color of emeralds. They were supposed to differ
from us only over similarity claims.
Related arguments have been used elsewhere in the massive grue liter-

ature, for different purposes.26 The purpose here is to illustrate that when
counterfactuals connect to induction, as proponents of the counterfactual
strategy believe that they do, our practice of evaluating counterfactuals is not
isolated. It instead feeds into a cluster of related physical notions, including
nomological modality, laws, dispositions, and causes.27 So if you change what
you count as “relevantly similar,” you change a great deal indeed.28 Someone
who changes what is meant by counterfactual terms would be ill-advised to
fit their alternative “counterfactual” notions into the same conceptual space
as our notions. Doing so leads to radically different ways of reasoning about
and interacting with the same natural world.
Claiming that similarity itself is entirely subjective doesn’t change this. If

you say that, and then use similarity-relations to analyze the counterfactuals

26 From the comprehensive annotated bibliography in Stalker (1994), I learned that something
like this reasoning has been used by Bayesians like Cohen (1989) to assign the grue hypothesis
a low prior probability. Although there Cohen seemingly used a definition of “grue” more in
line with Barker and Achinstein’s (1960)—see Jackson (1975) for criticism of this. Also, Cohen’s
reasoning requires an additional step about grue-like predicates that goes beyond anything in my
argument so far. That step concerns future grue predicates. Here we don’t need that, since if the
grue defender doubles down, with grue2021, grue2022, and so on, the same situation recurs. This
is secured by the assumption that the radical grue defender agrees with us about all particular,
physical facts.

27 See Putnam (1990) and Maudlin (2007) for related views. An aside: my view of alethic modality
is (at least) tripartite. Logical and conceptual modality is a projection of our conventions, while
physical modality is fully factual and objective. Finally, metaphysical modality is a mixed case—
see Warren (2022).

28 Hesse (1969) made some related points. Like her, I don’t think the strangeness of the grue
theorist’s conceptual scheme is itself a response to grue. Recall though that the dialectic here is
that we are answering an objection to counterfactual approaches to grue.
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which underwrite justified inductive inferences, you descend into a subjec-
tivist nightmare.29 Use any alternative counterfactual practice and you will
likely find yourself with many false beliefs and many frustrated expectations.
You could get lucky, but I wouldn’t bet on it. Neither would you. Induction is
not a pointless game we play for our amusement, it is instead a crucial part
of how we reason about and master the physical world that surrounds and
includes us.
So on neither reading does the counterfactual symmetry charge lead to gen-

uine and troubling symmetry between our position and the grue theory. If the
symmetry challenge is posed using our counterfactual notions, then we have
non-question-begging epistemic reasons for favoring our counterfactuals over
theirs. And if it is posed using some alternative notion of counterfactual simi-
larity, then we have non-question-begging practical reasons for favoring our
counterfactual practice over theirs. Either way, we have non-question-begging
reasons for favoring our practices over the gruesome practices. Counterfactual
approaches to gruemight fail for other reasons, but the counterfactual symme-
try charge doesn’t stick. And despite its superficial appeal, the argumentative
strategy it exemplifies is quite risky. I will close by explaining this.

5 Philosophical Fair Play

Twentieth-century philosophy was replete with overtly semantic, broadly
skeptical challenges. These challenges attacked some of our most cherished
doctrines using clever semantic tricks, principally clever redefinitions of cru-
cial terms. The targets differed, as did the particular semantic tactics employed.
Yet a general similarity between these challenges is easily recognized, provided
it isn’t overstated. Quine’s translation argument, Putnam’s model-theoretic
argument, and Kripkenstein’s skeptical paradox all fit into this model.30 So
too, does Goodman’s grue puzzle.
Seen from this perspective, the overall dialectic surrounding the counter-

factual symmetry challenge is quite familiar. A challenge has been posed by a
semantic skeptic. One of our treasured assumptions is under threat. We rush
in gallantly to offer a defense. Alas, the semantic skeptic uses a version of the
original re-definition move yet again. This time on the very defense we have

29 This is arguably the exact path that Goodman followed to reach the radical irrealist position
of his (1978). Even Goodman’s most committed followers, for instance, Scheffler (2001), were
unable to follow this path all the way to the end.

30 See Quine (1960), Putnam (1980), and Kripke (1982).
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offered. The defense itself is seen by the skeptic as “just more theory” to be
reinterpreted, just more grist for the skeptical mill.31
More often than not though, this move is not quite fair.When a constraint is

used to screen off some skeptical reinterpretation, reinterpreting the statement
of the constraint misses the mark. If we respond to Kripkenstein by claiming
we mean addition and not quaddition by “plus” because we execute the addi-
tion algorithm in response to “plus” queries, talk of “quaddition algorithms”
misses the point. The constraint concerns what we do, not what we say about
what we do. Likewise with Quine’s challenge, and Putnam’s. Likewise too,
with Goodman’s grue challenge.
Almost the same exact dialectic pops up again and again, all across the

philosophical landscape, so the point is worth belaboring. Skeptical reinter-
pretation is risky. Great care must be taken whenever the move is attempted.
In the present context, we have seen that blithe appeals to gruesome counter-
factuals come with baggage. The counterfactual symmetry claim has hidden
costs. Either a commitment to absurd factual claims or an unnoticed change
of topic. In contexts like this, we must always take care to tease out all ramifi-
cations of the skeptic’s maneuvering. The semantic skeptic’s tricks are ever so
easy to apply, but they can very quickly take us into uncharted waters, where
monsters lurk. In these waters, merely ersatz symmetry is often mistaken for
the real thing.*

Jared Warren
0000-0003-4028-7969
Stanford University

jaredwar@stanford.edu
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When Is Jealousy Appropriate?

Arina Pismenny

What makes romantic jealousy rational or fitting? Psychologists view
jealousy’s function as preserving a relationship against a “threat” from
a “rival”. I argue that its more specific aim is to preserve a certain privi-
leged status of the lover in relation to the beloved. Jealousy is apt when
the threat to that status is real, otherwise inapt. Aptness assessments
of jealousy must determine what counts as a “threat” and as a “rival”.
They commonly take for granted monogamous norms. Hence, compared
with jealousy in monogamous relationships, norms of polyamory set
the thresholds for what counts both as a “threat” and as a “rival” much
higher.

When is it appropriate to feel jealousy in a romantic relationship?1 To answer
this question, I explore the various rational norms of jealousy in the light of
rational norms generally applicable to emotions. In particular, I analyze the
relevance of moral, prudential, social, and aptness assessments to jealousy. I
attempt to elucidate the formal object of jealousy—the jealousy-worthy—to
show that it lacks the moral dimension required to justify the moral desert
that the jealous person often takes themselves to have with respect to the
beloved. I argue further that the aptness norms of romantic jealousy are
significantly influenced by the specific romantic ideology that is taken for
granted in the majority of romantic relationships. I show that monogamy
provides conditions for numerous cases of apt and inapt jealousy, whereas
polyamory significantly reduces the possibility of apt jealousy. That seems to
mark a respect in which the latter type of relationship is not inferior and may
even be thought superior from a moral point of view.
In section 1 I construct a psychological profile of jealousy, outlining its

defining features. Section 2 presents various rational assessments applicable
to jealousy. Section 3 analyzes the aptness conditions of jealousy, and presents

1 In this paper, I concentrate on romantic jealousy as opposed to other kinds of jealousy such as
sibling jealousy, workplace jealousy, friendship jealousy, etc. I use “jealousy” to refer to romantic
jealousy unless otherwise specified.
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arguments for thinking that jealousy is not an intrinsically moral emotion.
This conclusion undercuts arguments that present a moral justification of
jealousy as a strategy to protect what is rightfully one’s own—namely the
affections of one’s beloved. Section 4 outlines the ways in which monogamous
and polyamorous ideologies affect the aptness conditions of jealousy. I argue
that in polyamory the conditions for apt jealousy are minimal compared to
monogamy. I conclude that the questionablemoral character of jealousy raises
concerns about the moral status of monogamy, which is a great facilitator of
jealousy.

1 Jealousy—A Psychological Profile

Without endorsing any particular theory of emotion, I take emotions to be
intentional states that represent organism-environment relationships (Prinz
2004). Emotions are quick automatic responses that inform the organism of
how it is faring in the world by making particular features of the situation
salient to it (DeSousa 1987; Deonna and Teroni 2012). The phenomenology of
an emotion makes a crucial contribution to the achievement of that task. Al-
though emotional episodes can be unconscious, an occurrence of an emotion
defines the domain of relevant features, informing other kinds of cognition
in the subject (Damasio 1994; DeSousa 1987; Goldman 1986). Furthermore,
emotions have characteristic action tendencies, preparing an organism to re-
spond to a particular situation in a meaningful way (Frijda 1987; Scarantino
2017).
The intentionality of emotions is characterized by two kinds of objects.

The emotion is directed at a particular object or target, and represents the
target as having a particular evaluative property—the formal object of the emo-
tion (Kenny 1963; DeSousa 1987). Emotions can misrepresent their targets
when the target lacks the properties that ground the formal object of the emo-
tion. The intentionality of emotions necessitates that they have correctness
conditions—aptness. An emotion is apt when it correctly represents the target
as having a particular evaluative property that supervenes on a set of natural
properties of the target. Fear, for example, is apt when its formal object—
the fearsome—supervenes on the properties (the menacing teeth, attacking
posture) of its target (the dog). An emotion is inapt when the target that it
represents as having a particular evaluative property lacks natural properties
sufficient to ground the evaluative property. Thus, an instance of fear of a dog
is inapt when the dog poses no danger. On the basis of this characterization,
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emotions have two functions: (1) to inform the organism of how it is faring by
correctly identifying evaluative properties of the target, and (2) to prepare an
organism to respond to the situation by facilitating a response appropriate to
those evaluative properties—in the case of fear, flight, or some other means
of evading the danger.
Jealousy can be characterized along these and other parameters pertaining

to emotions. Emotions are individuated by their formal objects (DeSousa
1987; Deonna and Teroni 2012; Tappolet 2016). In order to zoom in on the
formal object of jealousy, the jealousy-worthy, it is important to identify the
eliciting conditions of jealousy. Jealousy’s defining eliciting condition involves
a love triangle composed of the lover, the beloved, and a rival.2 The negative
hedonic character of jealousy indicates that the presence of a rival is a threat
to the relationship or some aspect of the relationship between the lover and
the beloved (Ben-Zeév 1990; Protasi 2017). Jealousy makes salient the features
of the situation that constitute this threat. I will have a lot more to say about
the formal object of jealousy in the upcoming sections. For now, we can say
that the formal object of jealousy is a threat-of-a-loss posed by a rival to one’s
romantic relationship. If this is right, then jealousy is apt when the threat
posed by a rival is real, and inapt when it is not.
The action tendency of jealousy offers further support for thinking that

jealousy is a response to a threat because in romantic contexts the jealous en-
gages in a variety of behaviors that appear to constitutemate guarding. These
include interrupting the interaction between the beloved and the perceived
rival, aggression against the beloved, or withdrawing (Chung andHarris 2018).
Given the eliciting conditions of jealousy and its action tendency, the function
of jealousy seems to be warding off rivals in order to protect one’s relationship.
The diversity of mate guarding behaviors raises questions about the target

of jealousy. Is it directed at the rival or the beloved? The grammatical structure
of jealousy says that one is jealous of the rival. However, one is a rival only
if one is receiving affection and attention from the jealous subject’s beloved.
Furthermore, it is the beloved whom the lover does not want to lose. Mingi
Chung and Christine Harris report that the actions of mate guarding tend to
be directed at the belovedmore often than the rival. They hypothesize that this
is because it is easier to secure the beloved’s faithfulness than to discourage
all others from attempting to lure the beloved away. Since it is the stability

2 The three-party relationship is one feature that distinguishes jealousy from envy. For discussion
see Farrell (1980), Ben-Zeév (1990), Kristjánsson (2002, 2018), and Protasi (2017).
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of the beloved’s affections that the lover is trying to secure, it makes sense
that jealousy should be directed primarily at the beloved. At the same time,
the rivalrous nature of jealousy indicates competitiveness of the lover for a
privileged status with respect to the beloved (Farrell 1980). Therefore, the
target of jealousy is both the beloved and the rival. The particular strategy
employed in a given case may be indicative of the focus of the lover’s jealousy.
If jealousy is about responding to threats from rivals, how should these

threats be characterized? In the psychology literature on jealousy it has been
defined in the following two ways. First, a threat may be constituted by an
actual transgression of the beloved with a rival—e.g., a flirtation or an affair.
In this case one experiences reactive jealousy—a jealous response to an actual
infidelity.3 Second, an aspect of the situation may be construed as a potential
threat to one’s relationship. In this case one experiences suspicious jealousy—a
jealous reaction to a potential infidelity of the beloved with a rival (Rydell
and Bringle 2007; Attridge 2013).4
Reactive and suspicious jealousy are typically distinguished by their an-

tecedent conditions. Each kind is also associated with different qualities of
the lover’s personality. Reactive jealousy is associated with dependency and
trust, secure and avoidant attachment styles, and extroversion. Suspicious
jealousy is associated with insecurity and low self-esteem, and is correlated
with anxious attachment style, and neuroticism (Marazziti et al. 2006; Chung
and Harris 2018). Given these associations and antecedent conditions of each
kind of jealousy, it may appear that reactive jealousy is always apt because it
correctly identifies a threat, whereas suspicious jealousy may be more prone
to error since it arises in cases where the threat is not obvious. Furthermore,
the association with neuroticism and anxious attachment style suggests that
suspicious jealousy, as an occurrent emotion, can sometimes be regarded
as manifesting a character trait: a jealous person is one who often endures
episodes of unfounded jealousy. Trait jealousy is associated with particular
individual dispositions—anxiety, distrust, and suspicion—and is better de-
scribed as a dimension of personality. In fact, Chung and Harris propose
to delineate the distinction between suspicious and reactive jealousy not by
construing them as two types of jealousy but rather as two aspects of the

3 Of course, infidelity may not constitute a threat to the relationship if the lovers have an ar-
rangement about allowing extra-dyadic sex. Here I am assuming that it does for the sake of
argument.

4 For other kinds of characterizations of jealousy see Pfeiffer andWong (1989), and Buunk et al.
(2020).
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same emotion. They maintain that since the function of jealousy is to detect a
threat, suspicious jealousy may be thought to be the initial stage of jealousy,
when the jealous is gathering and examining the evidence for a potential
transgression by the beloved. This way suspicious jealousy, no less than reac-
tive jealousy, fulfills the function of protecting the relationship from threats.
If suspicious jealousy arises in circumstances that do not ground it, then it
simply fails to perform its presumed function. However, it need not fail to do
so. Distinguishing between reactive and suspicious jealousy does not commit
us to thinking of one as always apt and the other inapt.
Thus far we can say that romantic jealousy is an emotion that arises in

response to a perceived threat posed by a rival with respect to one’s beloved.
Jealousy aims to correctly identify the threat, and to facilitate action designed
to protect one’s relationship from the rival.

2 Jealousy and Norms

If jealousy has the twofold function specified above, how effective is it in
warding off rivals and sustaining a relationship? To answer this question, we
need to examine the different ways—moral, prudential, and social—in which
jealousy’s effectiveness is assessed. That is the aim of this section.
I begin with social attitudes to jealousy, illustrating their variability across

and within cultures. I then examine the prudential value of jealousy, in terms
both of its socialmeaning and of its biological function. Lastly, I assess jealousy
from a moral point of view: can it be said to be a moral emotion? As will
become clear, these assessments call into question the value of jealousy and
lay the groundwork for the critical evaluation of the formal object of jealousy
in the next section.
One finds a variety of social attitudes to jealousy across and within cultures

(Hupka and Ryan 1990; Buunk et al. 2020). For instance, in the so-called honor
cultures—cultures in which reputation and status matter greatly—men are
thought to be justified in violent outbursts triggered by jealousy (Cihangir
2013; Canto et al. 2017). In the matriarchal society of Mosuo in Southwest
China jealousy is frowned upon (Cai 2001). In the United States attitudes
towards jealousy are mixed (Puente and Cohen 2003; Vandello and Cohen
2008).5 On the one hand, jealousy is praised as an expression of love, care,
attachment, and vulnerability (Buss 2000). The jealous lover is clearly invested

5 For the study of honor culture in the U.S. see Nisbett and Cohen (1996).
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in the beloved and the status of their relationship: they are hurt by the potential
loss of the relationship. They wish to keep it and protect it from intruders
who might take their beloved away from them. On the other hand, jealousy is
disapproved of as it signals insecurity, low self-esteem, possessiveness, lack
of trust, and immaturity. It portrays the lover as suspicious, mistrustful, and
controlling (Salovey 1991).
The diversity of opinions on jealousy in the United States is partly explained

by the changing attitudes towards the conception of men’s honor andwomen’s
purity (Stearns 2010). At the same time, it is clear from these meta-attitudes
that jealousy has multiple complex, conflicting social meanings. One way to
attempt to reconcile them is to appeal to the distinction between apt reactive
jealousy and inapt suspicious jealousy. Furthermore, pathological or morbid
jealousy is associated with violence and homicide, and may stem from both
reactive and suspicious jealousy (Pfeiffer andWong 1989;Mullen 1993;Wilson
and Daly 1996).6 That might also be motivating negative attitudes towards
jealousy.
While it is unlikely that negative and positive attitudes towards jealousy

neatly map onto these distinctions, the purported function of jealousy might
justify some of the positive attitudes towards it. We must look at the different
ways in which this function is to be understood in order to assess some of the
justifications of jealousy it might provide. The usefulness of jealousy can be
construed in terms of its supposed biological, social, and personal functions.
These are not mutually exclusive but differentiating between them sheds light
on the utility of jealousy. I begin with the biological function of jealousy.
An evolutionary psychologist, David Buss, and his colleagues have argued

that romantic jealousy is an adaptation. It was selected to ensure pair-bonding
and successful childrearing in human reproduction, by securing sexual exclu-
sivity from women and emotional exclusivity from men (Buss and Schmitt
1993; Buss 2000, 2006). Buss argues that the perceived sex differences with
respect to jealousy reflect different evolutionary challenges for the sexes: se-
curing paternity makes men more jealous of women’s sexual infidelity, and
securing resources makes women more jealous of men’s emotional infidelity.
Buss’s findings have been challenged in the light of wide cultural variations
with respect to sex differences in jealousy. Notably, in more egalitarian soci-

6 Peter Stearns (2010) outlines other social changes in the twentieth century that contributed to
the negative shift in opinion regarding jealousy.
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eties both men and women care more about emotional fidelity (DeSteno and
Salovey 1996; Harris 2003; see also Hupka and Ryan 1990).
Putting the question of the best explanation for sex differences in jealousy

aside, there is reason to think that jealousy may be adaptive because it is uni-
versal and traceable in infants as young as threemonths old. Sybil Hart and her
colleagues found that infants react negatively to their mother talking sweetly
to a lifelike doll but not to a book, suggesting that the mechanism for jealousy
is hardwired to enable infants to secure vital resources from their caregivers
by taking their attention away from real rivals (Hart 2010). One can speculate
whether the jealousy response in infants is co-opted in romantic jealousy or
whether an innate disposition to sexual jealousy is already expressed in infant
jealousy. Regardless, the universality of a trait and its presence in infants are
insufficient to establish that it is adaptive. As illustrated by the presence of
the vermiform appendix, and by our preference for fatty and sugary foods,
some features of an organism, while they might have been adapted in our
evolutionary past, are no longer adaptive and may even be deleterious in our
current environments (DeSousa 2017). Lastly, the presumed adaptive function
does little to justify a normative assessment of jealousy since the adaptiveness
of a trait does not imply that it is socially or personally beneficial.
Another way to approach the functionality of jealousy is to think of the role

it plays in society. Given the general twofold function outlined above, it may
be that jealousy contributes to maintaining social structures such as families
by sustaining pair bonds. However, we must ask to what extent jealousy is
a successful strategy in preserving these institutions. Furthermore, we must
weigh the costs placed on the members of these institutions to assess whether
jealousy is a justifiable means to achieve those aims.7
Assessing the success of jealousy is difficult since numerous factors con-

tribute to sustaining a relationship. One possible measure of jealousy’s con-
tribution is its correlation with relationship satisfaction—an individual’s
assessment of the quality of their relationship. Relationship satisfaction can
serve as a predictor of the relationship’s endurance (Hendrick 1988). In some
studies of jealousy, after testing participants’ jealousy responses to vignettes
and asking them to assess the jealousy reactions of their partners to their
potential infidelities, the participants were asked to answer questions rating
their relationship satisfaction. Different studies found different correlations

7 One could also question the value of the institutions jealousy is said to protect. See, for instance,
Brake (2012; Brake 2016). But that project is well beyond the scope of this paper.
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between jealousy and relationship satisfaction. For example, a study by Laura
Guerrero and Sylvie Eloy found a negative correlation between all types of
jealousy and relationship satisfaction (1992; see also Andersen et al. 1995).
Others found that relationship satisfaction positively correlates with reac-
tive jealousy but negatively correlates with suspicious jealousy (Barelds and
Barelds-Dijkstra 2007; Dandurand and Lafontaine 2014).8
Furthermore, studies of jealousy expression and communication found

that aggressive expression or manipulative behavior designed to control or
hurt one’s partner is negatively correlated with relationship satisfaction. The
samewas true for aggression against the rival. On the other hand, constructive
communication that focused on discussing relationship issues and aimed at
restoring the relationship was positively correlated with relationship satisfac-
tion (Sheets, Fredendall and Claypool 1997; Guerrero, Hannawa and Babin
2011). This suggests that when thinking about the correlation between jeal-
ousy and relationship satisfaction, people report how they perceive different
types of jealousy as well as how they react to communications of jealousy.
These reports shed light on people’s attitudes to jealousy and its expression.

The correlations tracked in these studies are inconclusive, however, because
of the mixed results and also because correlation does not establish causation.
Even if we assume that there is a positive correlation between reactive jealousy
and relationship satisfaction and a negative correlation between suspicious
jealousy and relationship satisfaction, it does not mean that reactive jealousy
in fact improves the relationship. Yet these correlations are telling, because
they demonstrate that for many people jealousy is an important part of the
romantic love narrative. No doubt, for some jealousy is a sign of love and
commitment. But violence perpetuated and justified by jealousy imposes a
disproportionate cost onwomen in romantic relationships (Mullen andMaack
1985; Daly andWilson 1988; White and Mullen 1989; Mathes and Verstraete
1993; Puente and Cohen 2003; Vandello and Cohen 2008). Thus, in light of
current research, one is left doubting the social usefulness of jealousy.
While biological and social justifications of jealousy do not appear promis-

ing, one might assess the prudential value of jealousy on an individual level.
Jealousy might improve a relationship by correctly identifying threats and
employing successful strategies for securing it. It would then be contributing
to relationship satisfaction. Many other things would have to be true for this

8 Dandurand and Lafontaine (2014) have found that people react more positively to their own
jealousy that they direct at their beloveds, andmore negatively when the jealousy of their beloveds
is directed at them.
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picture to be correct. Personality, character, attachment styles of the individu-
als involved, their beliefs about romantic love, a particular type of jealousy and
jealousy expression, together with other factors will determine the prudential
value of jealousy for those individuals. Therefore, while jealousy may have
prudential value in particular cases, that value depends on numerous factors
that are difficult to generalize.
The analysis of social attitudes towards jealousy and of jealousy’s role on

the biological, social, and individual levels puts pressure on the significance of
jealousy and casts doubt on its functionality. However, despite its questionable
utility, jealousy might turn out to have a positivemoral value. The moral value
of jealousy can be cashed out in two ways: (1) if jealousy’s formal object is
a moral property, and (2) if it turns out to be morally praiseworthy. These
two ways in which jealousy might relate to morality are independent of one
another but can overlap.
If jealousy is a moral emotion, its formal object—the jealousy-worthy—is a

moral property. Its aptness conditions would be defined by considerations of
whether the target of jealousy instantiates the moral property of the jealousy-
worthy. Since jealousy aims to identify threats to one’s relationship posed by
a rival-beloved interaction, the jealousy-worthy could be a moral property if
it designates an injustice constituted by the rival-beloved relationship. It is
important to note that if jealousy turns out not to be amoral emotion, rejecting
its aptness onmoral grounds would amount to committing a moralistic fallacy
(D’Arms and Jacobson 2000). That is, if jealousy is deemed irrational on
the grounds that it is immoral to feel, there would be a conflation of moral
assessment and the aptness norms of jealousy. This is the case regardless of
whether the jealousy-worthy is a moral property. I explore these questions in
the next section.

3 The Formal Object of Jealousy: Moral or Non-Moral?

Does the formal object of jealousy consist of a moral property? To answer
this question I examine moral and nonmoral accounts of the formal object
of jealousy. I consider the implications of characterizing jealousy as a moral
and a nonmoral emotion. I argue that if jealousy is a moral emotion then it is
always inapt. If jealousy is a nonmoral emotion, it can be apt but it is morally
problematic.
An account of the formal object of jealousy as amoral property is defended

by Kristján Kristjánsson. He construes jealousy as an Aristotelian virtue of
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self-respect (2002, 2018). For Kristjánsson jealousy is a mean between two
extremes: toomuch sensitivity to perceived disrespect, and too little sensitivity
to the disrespect manifested by the beloved who responds favorably to a rival.
According to this view, jealousy is an emotion that protects one’s self-respect
as a response to disrespect from others. It defends that which is due to and de-
served by the lover. It is an emotion that responds to an injustice akin to anger
and indignation, as opposed to fear, which responds to a danger. Kristjánsson
construes jealousy as a moral emotion, the formal object of which is the viola-
tion of moral deserts (2002, 153). He argues that jealousy is necessary for a
good life because it serves the function of preserving self-respect and respect
from one’s beloved. Therefore, jealousy is a moral emotion in virtue both of
(1) the moral nature of its formal object, and of (2) its praiseworthy character.
In contrast to Krisjánsson, several accounts construe the jealousy-worthy as

a nonmoral property. Daniel Farrell says, “[T]o be jealous is to be bothered by
the very fact that one is not favored in some way in which one wants to be
favored” (Farrell 1980, 543; see also Ben-Zeév 1990, 2010). More specifically,
the jealous person perceives the beloved-rival interaction as a threat to their
privileged status with respect to the beloved. Farrell’s view brings out the
rivalrous nature of jealousy—the jealous person wants to be favored more
than anyone else by the beloved in the ways that a romantic lover is favored.
Farrell denies that jealousy is a response to a threat of a loss of a relationship
since a person might still be jealous, even if they could be assured that they
would not lose it. The formal object of jealousy in his view is a threat-to-one’s-
privileged-status. It is not a moral property since it is not grounded in desert.
Instead, it is simply a fact about human psychology.
Similarly, Sara Protasi describes jealousy as threat-of-a-loss-of-comparative-

advantage to a rival. She says, “[T]he jealous is motivated to protect her
comparative advantage, possibly by fending attacks from the rival and/or
locking away the good” (2017, 323).
Both Farrell and Protasi point out that the formal object of jealousy reflects

the exclusivity criterion associated with monogamy.9 The monogamous frame-
work requires that only one partner be the recipient of sexual and emotional
favors from the beloved. The presence of a more favored rival threatens the
privileged status of the lover. It devalues the goods of love and sex by under-
mining exclusivity. I will have more to say about these features of monogamy

9 By “monogamy” I mean a romantic relationship governed by the norms of sexual and emotional
exclusivity.
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below. For now, it is important to emphasize that in a romantic context, sexual
and emotional exclusivity determine the status of being favored.
The three accounts just cited—from Kristjánsson, Farrell, and Protasi—

illustrate ways in which the formal object of jealousy can be construed. I first
turn to the moral property accounts.
Kristjánsson argues that jealousy is a moral emotion, whose formal object is

a threat-to-moral-desert that supervenes on the beloved-rival interaction, and
on the relationship between the lover and the beloved. Jealousy upholds one’s
self-respect when one is mistreated by the beloved. According to him, “jeal-
ousy can properly be felt by 𝐴, other things being equal, when 𝐵 receives from
𝐶 a favor that 𝐴 deserves more than, or at least as much as, 𝐵” (Kristjánsson
2002, 163). But what determines whether 𝐴 deserves favors from 𝐶more than
does 𝐵? Kristjánsson says it is the expectations of fairness provided by rules of
commitment and faithfulness in the romantic love institutions: “[E]xclusive
affiliation is typically valued from the very start of a loving relationship, and
indications of complete indifference in this matter are likely to be considered
morally defective” (2002, 158–159). Hence, one deserves favors from one’s
beloved more than a stranger or friend does because one is in a romantic
relationship with them. The desert is cashed out in terms of sexual and emo-
tional exclusivity. That, we are to understand, is dictated by monogamy, the
default mode of romantic relationships. The jealous person deserves not to
be made jealous since if they are experiencing apt jealousy, they have been
disrespected.
Kristjánsson thinks that following these rules of romantic relationships

amounts to respecting one’s romantic partner, while not reacting with jealousy
towards the beloved’s transgressions indicates a lack of self-respect. Kristjáns-
son recognizes that social rules dictate how self-worth should be understood,
what boosts it and undermines it (2002, 161). Jealousy for him, therefore, as a
protection of self-worth, is connected with one’s reputation and status. For
example, since cuckoldry is shameful, especially in certain cultures, jealousy
is justified as a means to guard against it.
Kristjánsson’s argument for the morality of jealousy goes as follows: there

are social rules that govern relationship structures. These rules create expecta-
tions for the members of society. One such rule is about sexual and emotional
exclusivity between romantic partners. When people enter romantic rela-
tionships, they take these rules for granted. Following these rules fulfills the
expectations of the romantic partners. Violating these rules amounts to disre-
specting one’s partner because such violations undermine their expectations.
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Therefore, one ought to follow the rules in place in order to treat one’s partner
well.
The argument assumes a moral obligation to uphold and follow social rules.

This assumption is clearly indefensible: the moral status of such rules can al-
ways be questioned.10 Hence it remains to be demonstrated that monogamous
norms are morally defensible.11
Kristjánssonmakes a leap from socially defined expectations tomoral desert.

In fact, his account seems, paradoxically, to imply that jealousy can never
be apt. To see this, consider that the formal object of jealousy in his view,
threat-to-moral-desert, is grounded in one’s expectations, which are in turn
grounded in social conventions (for Kritjánsson recognizes that they take
different forms in different times and places).12 But moral desert cannot be
grounded in social norms. It follows that on Kristjánsson’s account jealousy
can never be apt since the value property it represents is not grounded in the
features of the world he has in mind.
If we cannot ground moral desert in social norms, then we might charac-

terize jealousy as representing not moral desert but a certain form of socially
sanctioned entitlement. The formal object of jealousy would then be threat-to-
entitlement. Entitlement arises from participating in social or legal institutions
that specify how one ought to be treated (Feldman and Skow 2020). For exam-
ple, a customer is entitled to a refund from a store when they are not satisfied
with their purchase if the store’s policy specifies that such refunds will be
provided on this basis. An athlete is entitled to a gold medal if they have won
the competition, and a gold medal is the way in which the winner is rewarded.
If jealousy is about entitlement and entitlement is not a moral property,

then jealousy is not a moral emotion, and cannot be a virtue. But in any
case, how strong is the case for the claim that the institution of monogamy
entitles one to sexual and emotional exclusivity? Is it the kind of institution
that can provide conditions for entitlement? The institutions presented in
the examples above are formal institutions with explicit rules that can be
enforced. Monogamy (in the restricted sense in which I have used the word)
is an institution in a different sense—it is an informal institution, a widely

10 Slavery, segregation, and inequitable gender norms demonstrate this point.
11 For extensive criticism of monogamy see Brake (2017); Brunning (2016, 2020); DeSousa (2017,

2018); Jenkins (2017).
12 E.g., “In Mediterranean societies, for instance, people have tended to be extremely sensitive to

pride and shame in matters concerning sexual fidelity […] whereas transgressions of that kind
may have been viewed more lightly in liberal France” (Kristjánsson 2002, 161).
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accepted social practice. The rules are not explicit, and there is no formal way
for them to be enforced except for the court of public opinion. In that sense,
monogamy can be viewed as a social convention.
The practice of monogamy can be formalized through the formal institu-

tion of marriage. In marriage, the rules of monogamy are explicit and have
been enforceable until the introduction of no-fault divorce. Is one entitled
to exclusive affection and sexual attraction from one’s spouse? Indeed, the
marriage contract seems to entitle one to such exclusivity. However, it should
now be clear that formal and informal social institutions on their own cannot
morally justify a social practice. Simply accepting them without further ar-
gument ignores their variability across time and cultures, and commits one
to embracing an objectionable social conservatism. If the aptness conditions
of jealousy are simply defined by social norms, they tell us nothing about its
moral value.
We could try to show that jealousy is a moral emotion by grounding threat-

to-moral-desert in some other way. One possibility is to adopt a contractarian
framework and cash out moral desert in terms of an implicit agreement to
“terms and conditions” of a monogamous romantic relationship. The contrac-
tarian framework establishes rights and obligations for all parties involved.
On this view, one’s romantic partner has a moral claim to one’s sexual and
emotional favors that outweighs any such demands from third parties, by
virtue solely of the romantic relationship’s existence. The relationship entails
rights, and jealousy is an emotion that guards those rights.
But can one really ever assert a right to be loved? That is surely questionable

because love is neither a matter of desert, nor of the will (Neu 1980, ch. 3).13
Construed in this way, jealousy is then always inapt since the threat-to-moral-
desert is really a threat-to-one’s-rights, and there are no such rights.14
It could be insisted thatwhile onemaynot have a right to be loved, according

to the romantic contract, one has a right to sexual and emotional exclusivity
for as long as the partner can provide them. That is, if the beloved falls in love
with someone else, the romantic contract is terminated since the conditions
of the original agreement are no longer satisfied. The contract only lasts as
long as its conditions endure.

13 This seems true even in the case of child-parent love. For discussion, see Liao (2015) and Protasi
(2019).

14 Although jealous people might often feel that they do have such rights. For more details see Neu
(1980, ch. 3), andWreen (1989).
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Another possibility is to acknowledge that sexual and emotional attraction
are not in fact exclusive. The monogamous contract prohibits acting upon
attractions towards others. Pursuing them would violate the obligation of
exclusivity. In this case, jealousy is the insistence that one honor the contract
of exclusivity despite other attractions. Yet, jealousy is clearly not just about
prohibiting the beloved to act upon their attractions. It is about being preferred
to all others by the beloved. Can it be shown that one has a moral obligation
to prefer one’s partner to all others sexually and emotionally? It seems not,
for, as we have said, there are no moral obligations to love, or to be exclusively
sexually attracted to someone. Given these considerations, the contractarian
framework cannot sustain jealousy’s claim to be a moral emotion.
Another attempt might be made to show that jealousy is a matter of moral

desert. Consider the concept of cheating. Cheating constitutes not only a
transgression of the rules of a romantic relationship but a betrayal of the
partner’s trust. Why? Because the expectation of exclusivity was violated.
How does one acquire such an expectation and why does one trust that it will
be fulfilled? The expectation is a default assumption in a romantic relationship
since monogamy is the default kind of romantic relationship. Through their
actions and words, the partners lead one another to believe that both will be
sexually and emotionally exclusive. As the relationship develops, the partners
can explicitly state or otherwise indicate that they are “not seeing anyone else”,
thereby tacitly or explicitly endorsing monogamy. One reason why cheating is
wrong is not because one’s expectations are violated but rather because one’s
trust is.15 Can it be said that a threat posed by a rival-beloved interaction is
the kind of threat that endangers the trust between the lover and the beloved
such that jealousy is an apt response to the situation?While it is clear that the
threat to trust is real and that the beloved has a moral duty not to deceive the
lover, the threat to trust does not make jealousy apt because jealousy is about
deserving to be valued more than the rival. It is about having a greater claim
to the affections of the beloved than the rival. A violation of trust constitutes
a condition for apt anger and apt sadness but not apt jealousy.
In sum, jealousy construed as tracking injustice fails to be apt. To be sure,

this reason is insufficient to rule out the possibility that the formal object
of jealousy is threat-to-moral-desert or threat-to-one’s-rights. It could well be
that the formal object of jealousy is one of these moral properties. But if so,
then jealousy is always unfitting because the properties that are supposed to

15 For a discussion of how duties of trust arise in intimate relationships, see Wallace (2012).
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ground the formal object thus specified fail to do so.16 The same can be said
about a threat-to-entitlement. I will not attempt to settle the matter of whether
the formal object of jealousy is a moral property here.
Let us nowmove on to the critical analysis of the proposed nonmoral formal

object of jealousy discussed by Farrell and Protasi. Recall that Farrell and
Protasi construe the formal object of jealousy as a threat-to-one’s-privileged-
status and threat-of-a-loss-of-comparative-advantage respectively. According
to them, jealousy is an emotion that aims to protect one’s priority standing
with respect to the beloved. It is a response to a threat to one’s status by a
rival. In their views, jealousy is apt when one’s privileged status is actually
threatened by a rival, and inapt when it is not. This seems like a very plausible
account of jealousy because it captures the rivalrous nature of jealousy. It also
does not attempt to justify it from a moral standpoint as it does not insist that
the jealous person deserves to be valued this way.
Farrell raises the question of the intelligibility of jealousy. He points out

that there is something strange about a mature adult having this emotion
(Farrell 1980, 546). Indeed, this characterization makes the jealous person
look selfish, self-absorbed, and insecure. Farrell suggests that being favored
more than anyone else could be intrinsically pleasurable for some people just
as it seems to be for children and nonhuman animals (1980, 553). While this
may be so, it is still puzzling since children are discouraged from being jealous.
Why should jealousy be an appropriate emotion in a romantic context?
Farrell’s and Protasi’s accounts present a plausible picture of the formal

object of jealousy and its aptness conditions. There remains the question of
whether jealousy is morally justifiable or praiseworthy. It would seem that
the jealous person confuses being valued as special and being the only one
valued. In addition, they want to be in a superior position to everyone else.
It might seem that jealousy is justified by a monogamous ideology because

it is based on an underlying assumption that “true love” can only be for one
person at a time. Such an assumption implies that if love is not exclusive
then it is not really love, or a love that is worthwhile, as it is not true love.
Whether one can experience romantic love for more than one person at a time
is an empirical question. Given numerous polyamorous accounts, it seems

16 Perhaps regret, contempt, grief, and hatred (if the latter is an emotion) are also examples of
inherently inapt emotions. For discussion see Landman (1993), Bell (2013), DeSousa (2019), Price
(2020), Brogaard (2020), and Aumer and Erickson (2022). Caroline Price makes a case for the
rationality of grief (2018). But she reduces aptness to prudence.
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that it is indeed possible (Brake 2017; Jenkins 2017).17 Defining “true love” as
necessarily exclusive, therefore, begs the question.
It might also seem that what the jealous person wants is to be valued as

unique and special. It might seem that being the only one valued satisfies
this desire since if one is the only one loved in this way, one appears to be
preferred to everyone else. However, it is a mistake to equate exclusivity with
being valued as unique because exclusivity does not by itself take care of the
Problem of Trading Up—the idea that if someone better comes along, the
lover will prefer them to their current beloved (Nozick 1989). To address the
problem, we must move away from equating being valued as unique with
being valued exclusively. Neither entails the other. Exclusivity by itself does
not preclude one from regarding one’s beloved as fungible. Instead, valuing the
beloved as unique is best captured by valuing them as irreplaceable where the
lover simply refuses to compare the beloved to others (Grau 2004).18 Valuing
the beloved as unique is a normative attitude grounded in the love-attitude
of the lover, and not in some set of features of the beloved. If uniqueness is
characterized empirically, it is contingent.
It is also a mistake to think that one cannot be valued as unique if one’s

partner has other lovers. Each one can be valued in this way by virtue of
being loved. Therefore, exclusivity by itself does not provide conditions for
being valued as unique or irreplaceable. Rather, it is the normative attitude
of the lover that perceives their beloved as irreplaceable, i.e., not fitting for
comparison or ranking.
One further defense of the claim that uniqueness stems from sexual and

emotional exclusivity might appeal to the “relationship first” view elaborated
by Niko Kolodny (2003). In Kolodny’s view, a relationship might be defined by
a requirement of exclusivity; in such a case the uniqueness of the relationship
might be due to precisely that defining commitment.19 But that is true of
any commitment mutually undertaken—never to use tobacco, or never to
see an Orson Welles movie without the other. Such commitments might
create “reasons of love” for that kind of exclusivity, but reasons of love may
not be moral reasons. They give rise to disappointment and hurt, but that is

17 Polyamory is a form of ethical nonmonogamy, in which individuals have (or are open to having)
multiple romantic partners with voluntary informed consent of everyone involved.

18 J. David Velleman (1999) and Troy Jollimore (2011) make a similar point about what it means to
being valued as unique or special.

19 I am grateful to an anonymous reviewer for noting the possibility that lovers might decide to
make a relationship “intentionally exclusive, for whatever reason”.
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very different from the moral indignation that is warranted in response to a
moral transgression (see Albrecht 2017; Pismenny 2021). Such intentional
commitments, then, cannot amount to a moral entitlement for sexual or
emotional (as opposed to any other kind of) exclusivity.20
The desire to be valued as unique or special, according to Farrell’s and

Protasi’s accounts, is not the mark of jealousy. Rather, it is that the jealous
wants to be valuedmore than anyone else. If they are the sole recipient of the
beloved’s sexual and emotional favors, they may be said to be loved more than
anyone else, since no one else is getting those favors from the beloved. How
should we assess such a desire? At the very least, it demands that the beloved
close themselves off from other romantic opportunities. Such jealousy seems
driven not so much by love or concern with the relationship as by egoism (see
Brunning 2020). We can conclude that while Farrell’s and Protasi’s accounts
present a plausible view of jealousy and its aptness conditions, they provide
reasons to doubt its moral value.
To sum up, the accounts of the formal object of jealousy I have considered

here all seem to suggest that the jealous person reacts to a threat to their privi-
leged status with respect to the beloved, and aims to preserve that status from
the encroachment of a rival. The moral accounts I have considered attempt to
show that the jealous person has a moral claim on the beloved such that the
jealous deserves to maintain their privileged status either because of existing
expectations or because they have a right to be favored in this way. However,
construing the formal object of jealousy as a moral property renders jealousy
inapt because moral obligations cannot be grounded in social conventions,
and because rights claims do not seem to apply to love and sexual desire. Social
conventions cannot ground entitlement claims for exclusivity. Entitlement
claims are not moral claims, and require further moral assessment.
The nonmoral accounts of the formal object of jealousy suggest that the

jealous wants to be favored above all others, which is cashed out in terms
of maintaining their privileged status or comparative advantage over others.
While these accounts can provide for apt cases of jealousy, they bring out the
ethically problematic nature of jealousy by showing that the jealous person is
concerned with occupying a position of privilege which they aim to achieve
through excluding everyone else. While romantic love is partial and cannot
be directed towards everyone, the demands of jealousy are not justified by

20 It might also be noted that on Kolodny’s view, every relationship is trivially unique, inasmuch as
no two different relationships could share a single history.
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the partiality of love. The desire to be loved exclusively or to be loved more
than anyone else is either based on a misconception about what it means to
be valued as unique, or on a self-centered desire that does not cast the jealous
in a favorable light.
The discussion of the formal object and aptness of jealousy sheds light on

the intentionality of jealousy, on its representational content. How does this
connect with the function of jealousy outlined by psychologists who say that
its function is to identify and ward off threats from rivals? The intentional
content of jealousy is supposed to fulfill the function of correctly identifying
threats. What is not spelled out in psychological accounts is what that content
amounts to. In particular, the examined psychological accounts say nothing
about the privileged status that the lover is afraid to lose and aims to protect.
Yet, it is clear that the threat to the relationship is understood by them in
terms of maintaining an exclusive monogamous relationship. Therefore, what
is threatened is the privileged status of the lover, understood as requiring
exclusivity.21 Furthermore, as should be clear, jealousy is different from other
emotions that represent loss, such as sadness and grief (or even fear of a loss)
because it is a rivalrous emotion. Thus, when describing the twofold function
of jealousy, it is important to recognize its intentional content in order to
capture its competitive nature.

4 Romantic Norms and Aptness

Aswe have seen, the condition of exclusivity figures prominently in the discus-
sion of the rationality of jealousy. It is often appealed to in order to show that
jealousy is apt. In this last section, I consider the ways in which relationship
norms influence the aptness norms of jealousy. I argue that the exclusivity
norms infiltrate the aptness conditions of jealousy in monogamous relation-
ships by specifying when and who counts as a rival. The “rivalry” conditions
are determined differently in polyamorous relationships. I argue that the
norms of polyamory provide fewer conditions for apt jealousy compared to
monogamy.
Recall that the formal object of jealousy speaks to its representational

content—representing the situation as a threat to one’s privileged status posed
by a rival. It is apt when the threat is real and inapt when it is not. The threat

21 This is true for Kristjánsson’s account as well, for he thinks that the lover deserves to be valued
more than the rival.
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is real when the lover could lose their privileged status. As we have seen,
the privileged status in a monogamous relationship is cashed out in terms of
sexual and emotional exclusivity between the lover and the beloved. Therefore,
when the norms of exclusivity are violated, the privileged status of the lover
is undermined.
The exclusivity conditions determine what counts as a threat, thereby in-

forming the aptness conditions of jealousy. What about other kinds of rela-
tionships in which exclusivity is not one of the norms? There are numerous
romantic relationship styles that are nonmonogamous.22 Given the scope
of this paper, I only consider the practice of polyamory—a form of ethical
nonmonogamy in which individuals cultivate multiple romantic relationships
with the consent of everyone involved.
Polyamorous relationships can take many different forms, and vary in de-

grees of sexual and emotional connection and intimacy. Some relationships
have rigid hierarchical structures that specify the rules for primary and sec-
ondary partners. Primary partners might enjoy more intimacy and emotional
connection than secondary partners. Typically, though not necessarily, pri-
mary partners spend more time with one another, run a joint household, and
share financial resources. They also often have a direct influence on their
primary partner’s romantic activity with others by negotiating their rules of
engagement with others. Other polyamorists have no such rules, and reject
any kind of hierarchy.23 Theymight still have nesting partners—partners with
whom they live. But that is not necessarily an indication of a relationship
priority. Others still form polyamorous families of which all members live
together, engage with one another sexually and emotionally in various ways,
and jointly co-parent all the children in the household.
What does jealousy look like in polyamorous relationships? When is it apt?

Since the function of jealousy is to correctly detect and respond to threats that
come from rivals, we need to identify conditions under which such threats are
possible in polyamory. In a hierarchically-structured polyamorous relation-
ship, the primary partner might be threatened by the secondary partner who
might try to take their place, for the secondary partner might want to receive
privileges of the primary partner from which they are excluded. However,
generally, polyamorists do not consider other lovers to be rivals. The practice
of polyamory rests on a number of principles that include honesty, open-

22 They include swinging, certain instances of polygamy, group marriages, etc.
23 This is called “relationship anarchy”. For discussion see Nordgren (2006), Barker and Langdridge

(2010), and Heras Gómez (2018).

doi: 10.48106/dial.v75.i3.02

https://doi.org/10.48106/dial.v75.i3.02


352 Arina Pismenny

ness, communication, non-possessiveness, trust, and respect for the partners’
autonomy. Other lovers, therefore, do not pose a threat to one’s existing or
potential relationships. Polyamorists value compersion—the feeling of joy
one experiences when one’s partner is made happy by another (DeSousa 2017;
Brunning 2020).
Given these considerations, a threat posed by a rival is defined differently

in monogamy and polyamory. In monogamy, the threshold for a threat is
low—any potential mutual romantic interest between the beloved and a
third party presents real danger to the privileged status of the lover. This is
because love is perceived as either being possible or worthy only in a dyad. In
polyamory the threshold for a threat is high—other lovers are not rivals, and,
therefore, do not as such pose a threat to the lover. In monogamy one is likely
to have numerous cases of apt and inapt jealousy because of the way in which
interactions between the beloved and others are assessed. Since there aremore
possibilities of real threats, there are more opportunities for apt jealousy. Even
if threats do not occur, one is likely to be more vigilant and engage in more
mate guarding in a monogamous framework. By contrast, in polyamorous
relationships there are fewer possibilities for apt jealousy since the ideology of
polyamory rejects competitiveness and exclusivity. Nonetheless, polyamorists
experience jealousy. Often jealousy can be recalcitrant—it occurs despite one’s
judgment that it is inappropriate (D’Arms and Jacobson 2003; Brady 2009;
Döring 2015). Such an occurrence may be particularly prevalent for those
who have transitioned frommonogamous to polyamorous relationships. Most
polyamorists are aware of the recalcitrance of jealousy; they learn to manage
it in various ways.
Cases of apt jealousy are nonetheless possible in a polyamorous framework,

especially in hierarchical polyamorous relationships.24 Apt jealousy could also
occur in cases where the lover has fallen out of love, and is pursuing someone
else. In this case, one’s “privileged status”would simply amount to being loved,
rather than being loved more than others. Overall, given the polyamorous
framework, other lovers of one’s beloved are not rivals because they don’t
constitute a threat to one’s relationship. In general, it rejects competition for
a privileged position with respect to the beloved.
Jealousy aims to identify threats to one’s privileged status. As I hope to have

shown, the criteria for what counts as a threat is partly determined by the

24 At the same time, hierarchical polyamorous relationships, and uneven distribution of time and
attention could not trigger jealousy if everyone is happy with the arrangement.
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norms of a particular romantic ideology. Social norms pertaining to romantic
relationships infiltrate the aptness conditions of jealousy by specifying the
threshold for threats from others. In monogamy the threat criteria are easy to
satisfy, in polyamory, much less so.

5 Conclusion

When is jealousy appropriate? To answer this question, I have considered the
twofold function of jealousy of correctly identifying a threat to the lover by
a rival, and engaging in mate guarding in order to counter the threat. Given
these functions, I have examined the value of jealousy from biological, social,
and personal points of view. I have raised doubts about the value of jealousy
in light of the inconclusive data regarding its contribution to relationship
satisfaction, and its justification of violence disproportionately directed at
women. Although it is possible that jealousy can sometimes be useful in
helping partners maintain a relationship, it is difficult to determine the extent
to which it does so reliably. Furthermore, there are better ways to maintain a
fulfilling relationship such as communication, trust, respect, etc.
To zoom in on the nature of the threat to which jealousy is a response, and

to explicate the relationship between jealousy and morality, I have examined
a variety of ways in which the formal object of jealousy, the jealousy-worthy,
could be defined. In specifying the formal object of jealousy, it became clear
how dominant the norms of sexual and emotional exclusivity are in making
sense of romantic jealousy.
If the formal object of jealousy is a moral property characterized as a threat-

to-moral-desert or a threat-to-one’s-moral-rights, jealousy is always inapt be-
cause social conventions of monogamy can never ground moral properties.
The same is true if the formal object of jealousy is a threat-to-one’s-entitlement
because although that is not a moral property, the institution of monogamy is
an informal institution, and cannot, therefore, ground strict entitlement.
If the formal object of jealousy is defined as a threat-to-one’s-privileged-

status or a threat-to-one’s-comparative-advantage, jealousy is apt when that
status is threatened and inapt when it is not. While characterizing the for-
mal object of jealousy in this way allows for apt jealousy, I have questioned
whether the emotion ismorally praiseworthy. The desire to be lovedmore than
everyone else is morally dubious, and it raises concerns about the person’s
character.
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The painfulness of jealousy is intelligible when one assumes the monoga-
mous framework, since it only allows for an exclusive dyad, and the beloved’s
new romantic interest may well indicate a loss of interest on the lover’s part.
In the monogamous ideology, love is a zero-sum game. Thus, protecting one’s
privileged status can be equated with protecting one’s love status. This is
why anyone in whom the beloved might express a romantic interest consti-
tutes a threat to the lover. This is clear from the comparison of monogamy to
polyamory. Polyamory sets a high bar for apt jealousy and discounts the ma-
jority of jealousy occurrences as recalcitrant because other romantic partners
of one’s beloved are not rivals, and therefore constitute no real threat to the
lover. The moral problems raised by jealousy raise concerns about the moral
standing of monogamy since it facilitates numerous occasions for apt or inapt
jealousy.*
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The Legend of Hermann
the Cognitive Neuroscientist

Bryce Gessell

I tell the tale of Hermann, a cognitive neuroscientist with transcenden-
tal aspirations. Hermann’s story illustrates the fundamental problem
of cognitive ontologies, which is the problem of knowing whether the
background conceptual scheme for our psychological theories is correct.
I show why this problem is so fundamental, how it arises from the na-
ture of psychology as a science, and why various current approaches to
solving it are not likely to be successful. The problem, I argue, pushes us
toward instrumentalism about mental concepts and categories, in both
psychology and cognitive neuroscience.

1 The Legend

Once upon a time, there was a cognitive neuroscientist named Hermann.
Like his colleagues, Hermann read articles, applied for funding, and was a
proficient neuroimager. He taught classes and went to department meetings.
But unlike his colleagues, Hermann harbored a dark secret. It was a secret
blacker than the coffee he drank while explaining the Libet studies to his
undergrads for the fiftieth time. He dared not reveal the secret to anyone, even
on his many fake Twitter accounts, lest the information somehow be traced
back to him: Hermann was a Kantian.
Graduate school had been difficult for Hermann. A convert to transcen-

dental philosophy at age 17, he didn’t share his classmates’ enthusiasm for
cutting-edge theories of mental processes. He just couldn’t see the point of
devising or testing newfangled psychological concepts like “attentional con-
trol” and “reward-prediction error”. After all, hadn’t Kant already outlined
the true psychology back in the 1780s? What more could the world want?
But nearly failing his first psychology courses taught Hermann never to

disclose his true convictions, and so he dutifully read his textbooks and repro-
duced the “correct” answers on tests. He asked questions at department talks
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to throw his supervisors off the trail. He gave papers on his lab’s work at the
APA and SPSP. Those results led to a dissertation on neuroeconomics, which
he resented while writing and loathed after it got him a social neuroscience
postdoc. Yet once again he did what he was supposed to, and scanned count-
less fMRI subjects while they watched videos of people talking and laughing.
He always wrote his findings up on time and sent papers to well-targeted
journals. Many were accepted, some even at prestigious venues.
In reality, though, Hermann was just biding his time. All through graduate

school and his postdoc, Hermann pretended to believe in the constructs of
contemporary psychology, but deep down, he was just waiting for the moment
when he could follow his heart. At last, the years of hypocrisy and dissimu-
lation paid off: his postdoc papers struck a chord with the right committees,
his job talk had the perfect jokes (“Based on the work of my very warlike
colleague, Sarah Bellum, we…”), and he dazzled the right group of faculty.
Hermann landed two big grants and a tenure-track job. To celebrate he took a
long walk down the lane near his house at precisely 3:30 pm. On the walk he
contemplated his future and looked at sticks; he knew the real work was just
beginning.
The next morning Hermann gathered his notes from countless magical

nights with Immanuel and got his real research program underway. His goal
was simple: find the neural correlates for all themajor constructs in Kant’s psy-
chology. With his detailed knowledge of the first Critique and other texts, Her-
mann knew that his work would not involve conceptual difficulties. Method-
ology wasn’t a problem either, since his grad-school education was more than
sufficient. He was merely doing what every other cognitive neuroscientist
did—he just happened to be doing it within a Kantian framework.
It was not hard to find the neural correlates for the faculty of judgment,

for example. While inside the fMRI scanner, his subjects read and reflected
on propositions. Hermann carefully counterbalanced the stimuli to control
for effects like variable propositional content and emotional valence. To the
surprise of no one, his statistical analyses showed that certain brain areas
activated during the tasks. These crucial areas showed regular patterns both
across subjects and across studies. In this way, he identified not only the
cortical regions engaged in acts of judgment, but also the sub-regions which
process the various logical forms of judgments. He connected judgments of
quality to one area and judgments of relation to another, and judgments of
quantity and modality to interconnected networks.
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Hermann made similar discoveries about spatial representations, thereby
illuminating the neural mechanisms of “the form of all appearances of outer
sense.” (Kant 1998, A26/B42) His work produced the first map of the Kantian
cortex.
No, day-to-day research was not the hard part. The real problem was time.

For his arguments to be persuasive, Hermann knew that he needed a lot of
data, and needed the computing cluster to analyze it with fancy statistics.
But he also knew that he couldn’t let anyone find out what he was doing.
So he stonewalled his colleagues when they asked about his results; he ig-
nored emails from his department chair; he kept his unfortunate non-Kantian
graduate students in the dark about the true import of their work. The tip-
ping point came at his third-year tenure review. The neuroscience faculty
was ready to give him marks for unsatisfactory progress, which would have
been grounds for dismissal, but a letter of recommendation from Hermann’s
postdoc director saved the day. Her letter assured department members of
Hermann’s potential, promised that he would revolutionize the field, and
urged them to retain him. Hermann barely survived the vote. He knew he
needed to hurry—he had less than three years to go.
In the darkest times, when he doubted his life’s work and his goal appeared

most distant, Hermann comforted himself by reading what Kant once wrote
to Samuel Thomas Soemmering. In a 1795 letter, Kant spoke to the anatomist
Soemmering about the sense organs in the brain. Sensory representations had
to be combined, Kant said, and it was incumbent on natural philosophers
to “render that unity comprehensible by reference to the structure of the
brain.”(Kant 1999, 501) Hermann drew strength from his forebear’s prescient
understanding of his own research program, as he attempted to show the
neural correlates for a priori contributions to cognition. Hermann also knew
he carried on Soemmering’s physiological work, to which Kant gave effusive
praise, by finding the chemical mechanisms of the mental faculties.1
But the next three years passed, and since he released his results only in

controlled trickles, Hermann simply did not publish enough to get tenure.
It was understood in his department that he would have to leave after his
seventh year. Then, at the start of that year, a miracle happened: stacks of
finished manuscripts, all on the cognitive neuroscience of Kant’s transcen-
dental philosophy, appeared on the department chair’s desk. All together,
the manuscripts told a magnificent story of how the brain realized the posits

1 See Kant’s preface to Soemmering’s On the Organ of the Soul (Kant 2007, 222–226).
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of Kant’s psychological theory. Early papers laid the groundwork by finding
brain areas for the most fundamental concepts, like the faculty of judgment,
the forms of space and time, and the transcendental unity of apperception.
Later work described connections among these concepts that even Kant had
not noticed. Shorter papers filled in smaller details, and a single flagship
paper—Hermann hoped to send it to Neuron—assembled the main results
into a new, elegant, and powerful theory of the mind and brain. Always and
everywhere, Hermann’s results met and even exceeded accepted standards of
experimental rigor and statistical significance.
At first, the chair was laughing as he leafed through the pile, imagining

the pleasure he would feel at firing this Prussian charlatan. But the laughing
stopped as he began to see the depth, creativity, and penetrating intuition
with which Hermann had carried out his work. He convened a special faculty
meeting to discuss the matter. On the one hand, Hermann had published
nothing of note during his six years as assistant professor; on the other, he
was now sitting on dozens of bold papers, each ready to submit. The chair
asked the faculty for their opinions. “It’s such a waste!” a recently-tenured
associate professor yelled. “Seven years down the drain! This whole thing
is a travesty, and a sham, and a mockery! I won’t stand for it!” Many others
agreed. But Hermann had his defenders, mostly among the older faculty.
These full professors, now in the twilight of their careers, had seen countless
psychological theories come and go. From their point of view, the conceptual
framework of Hermann’s research did not differ essentially from so many
failed frameworks of the past.
In the end, Hermann’s colleagues decided to give him a choice: he could

either leave the university or back up his neuroscientific results with behav-
ioral studies. The faculty supporting him were worried that Kant’s view was
too procrustean to be plausible in the modern age. They wanted to see be-
havioral results demonstrating that Kantian psychology could account for
known complexities of human action. They did not think it could be done,
but if Hermann were able to pull it off, they thought, they could not justify
forcing him out.
Hermann felt he couldn’t abandonhiswork now—notwhenhe had come so

far. So he designed an arc of behavioral studies to support Kant’s psychology.
Fortunately for him, behavioral results are faster and cheaper to get than
neuroimaging, and Hermann Turk’d almost everything. In what became his
annus mirabilis, Hermann completed his entire suite of studies, performed
some requisite follow-ups, andwrote all his results before the end of the spring
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semester. He even made original discoveries about the structure of cognition
from a Kantian perspective (these he considered submitting to philosophy
journals, but seriously, what’s the point?). Once again, the chair showed up
to work one day to find another pile of papers on his desk, showing how to
implement Kantian psychology to describe all aspects of human behavior.
He convened a second meeting, and for a second time, the question divided

themembers of Hermann’s department. Some continued to think that Kantian
psychology was unworkable in principle, and that the idea of a “Kantian
cognitive neuroscience” was a farce. Others felt that Hermann’s body of work
was, in many respects, comparable to that of other faculty that the department
had tenured. But all agreed on what Hermann had set before them: a coherent,
exhaustive, and radical alternative to the contemporary conceptual framework
of cognitive neuroscience.
The behavioral work showed Kantian psychological concepts to be much

more flexible than anyone had realized, and sufficient to account for human
perception, action, and memory. The evidence for the Kantian constructs was
every bit as relevant and rigorous as it was for anything else in psychology.
The imaging work showed, moreover, that these concepts had clear and re-
liable neural correlates, and that multivariate analyses could predict their
instantiation in a wide variety of tasks. Indeed, it was not a matter of weighing
evidence at all, for the evidence was equal on both sides—Hermann’s brain
data and behavioral studies were beyond reproach. Nor was it that Hermann
had shown how to make certain Kantian constructs work within contempo-
rary psychology. Rather, he was in fact offering a complete replacement for all
of contemporary psychology. This Hermann’s colleagues understood, and it
was the root of their complaint. Hermann’s work formed a complete science
of human behavior which was fundamentally incompatible with competing
approaches—that is, with their approaches. And he did it all with a brilliance
and Teutonic flair that no one had ever noticed in him.
Department members faced a stark choice: dismiss an apparent rising star

(“einen aufgehenden Stern”, joked an older faculty member no one liked), or
tenure a Kantian. They abhorred both options. On the one hand, they could
get rid of him. But doing so would be an indictment on their own careers, for
Hermann had done everything they had, and just as well, only with a different
set of cognitive concepts. They realized that had the history of psychology
gone differently, they might have been Kantians too. On the other hand,
granting him tenure would sanction Hermann’s revival of transcendental
psychology—and let’s face it, no one wanted that. The empirical evidence was
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equal on both sides, and the practical consequences were all bad. How could
they decide?
In the end, however, Hermann spared them the trouble. Having been asked

to speak in his own defense, he instead offered his resignation. The annus
mirabilis had ironed out the last wrinkle in his work, he explained, and so he
had achieved his goal. There was nothing left for him to do. His results were
just as good as theirs or anyone else’s—he knew it, they knew it, and he knew
they knew it. Hermann rose from his chair, grabbed a few of the big cookies
they always had at faculty meetings, and walked out into the sunset. No one
ever heard from him again.
Thus the legend of Hermann, the Kantian cognitive neuroscientist, was

born.

2 The Moral

Hermann’s legend makes several important points about cognitive neuro-
science. I’ll elaborate on some of them here as well as on the philosophical
issues involved. I’ll also consider some objections to my framing and conclu-
sions.
To begin, I am not the first to tell a tale like Hermann’s. Bub (2000) gave a

version of it using phrenology, and so did Poldrack (2010). Others have told it
as well (Uttal 2001; Anderson 2015).
All these versions involve cognitive ontologies. A cognitive ontology is the set

of entities, processes, and constructs in one’s theory of cognition.2 We should
understand “cognition” broadly here, as including sensation, perception, con-
sciousness, and any other mental process or phenomenon. So if our ability
to remember a phone number by silent rehearsal requires a “phonological
loop” (Baddeley and Hitch 1974), then the phonological loop belongs in our
cognitive ontology.
Most disputes in psychology concern the details of a cognitive ontology:

whether this or that entity belongs in it, or whether some entity has this or that
property. Memory researchers debate, for example, whether consolidation
is distinct from reconsolidation (Alberini and LeDoux 2013). Consolidation
occurs when a memory becomes insensitive to disruption or change. But each
time someone reactivates a memory, it becomes susceptible to interference

2 See Poldrack (2010) and Janssen, Klein and Slors (2017) for similar definitions. Anderson (2015)
uses the term “taxonomy”.
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again. Is this latter event also just consolidation, or is it a separate process with
different temporal and mechanistic profiles (Lee, Nader and Schiller 2017)?
Our answers to these questions determine part of our cognitive ontology, and
we can ask similar questions across psychology.
In turn, most research programs in cognitive neuroscience deal with map-

pings between a cognitive ontology and brain structures. The mappings in-
volve local questions about processes like reconsolidation, but also global
ones about which neural structure types we should map to. Philosophical
theories about mechanisms (Piccinini and Craver 2011) and large-scale data
projects (Yarkoni et al. 2011) try to solve these problems.
The workflow of a typical research program in cognitive neuroscience

begins with whatever constructs the currently accepted cognitive ontology
contains. Researchers then design tasks that they believe will involve those
constructs. Next, they have study participants perform the tasks while some
recording technique, such as fMRI or EEG, measures their neural activity.
The hope is to find activity that exceeds a certain threshold or survives some
correction for multiple comparisons. Should they find it, researchers map the
construct they started with to the area showing the activity. They can then
claim that the construct “engages” or “recruits” neural activity in that area. If
they are careful, they will condition their claims on the tasks used, for tasks
are inescapable mediators of mappings between mind and brain.
The legend of Hermann, however, is not about projects such as these. It is

not about local disputes in psychology, nor the details of some mind-brain
mapping. Rather, it is about which cognitive ontology we should prefer at
the general level. It questions why a research program in neuroscience should
begin with constructs from the received ontology of contemporary psychology
at all. Why not select from an altogether different cognitive ontology? The his-
tory of psychology offers many choices. Hermann’s tenure case also raises the
possibility of the wholesale replacement of one cognitive ontology by another,
where the replacing set of concepts is different from and even incompatible
with the one replaced.
In short, the primary point behind Hermann’s legend concerns what I call

the fundamental problem of cognitive ontologies. Most studies in psychology
don’t touch this problem, for they work within an accepted ontology in or-
der to refine it or fill in the details. The fundamental problem of cognitive
ontologies is whether we should actually accept the received ontology, or
prefer some other. Sure, a budding psychologist has practical reasons to reject
Franz Joseph Gall’s phrenological concepts as she begins her career. Chief
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among them is that she’ll never get a job by studying things like “veneration”
or “amativeness”. However, her practical reasons do not solve the in-principle
problem of choosing a cognitive ontology to begin with. She could start her
research just as well with the constructs of Aristotle, Galen, ChristianWolff,
or anyone else with a theory of mind.
We can also put it this way: the fundamental problemof cognitive ontologies

is knowing whether the conceptual scheme structuring your ontology is
the right one. The problem is determining whether you have the correct
conceptual language in general, not just in particular cases.
Kant’s psychology is one such conceptual language. So why not be like

Hermann and adopt it, instead of contemporary cognitive science, as the
scheme to structure our whole ontology? Instead of “consciousness” we could
talk about the “transcendental unity of apperception”, for example. Kantwrote,
“[t]he transcendental unity of apperception is that unity through which all of
the manifold given in an intuition is united in a concept of the object” (Kant
1998, B139).
Assuming this is true, we can imagine various ways in which the unity of

apperception might break down. People with akinetopsia or motion blind-
ness do not have smooth perceptions of motion—their visual experience of
motion is frame-by-frame, as it were, with no perceived connection between
the frames. A good Kantian hypothesis would be that akinetopsia results
from failing to properly combine the sensible data in the manifold. We could
study this phenomenon in many ways: we could get behavioral profiles of
people with akinetopsia-like symptoms and correlate our findings with life
histories (Ovsiew 2014); we could test lesion patients with similar deficits
(Rizzo, Nawrot and Zihl 1995); we could try to induce akinetopsia via tran-
scranial magnetic stimulation and disrupt normal apperception ourselves
(Beckers and Hömberg 1992). There would be many other avenues to explore.
Some will scoff at this suggestion, but the point is that I have just described a
research arc that would carry someone to associate professor and beyond. The
published results would look an awful lot like psychology papers now, except
Kantian concepts and a Kantian cognitive ontology would structure them.
I could provide more examples to deepen the point, or outline fMRI stud-

ies that Hermann could have done to plumb the implementation of Kant’s
psychology. But the actual history of psychology furnishes us with more and
more plausible examples than we could ever hope to invent. The cycle of
theory-replacement in the history of psychology is the existence proof for an
in-principle problem.
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There is a temptation to believe that, because psychology is a “science”
now, its current cognitive ontology must stand on firmer ground than past
ones. Can’t we now draw sharper distinctions between different systems of
memory? Don’t we have better information about exact temporal profiles?
Aren’t we able to see better how entities in the ontology relate to each other?
Yes, psychology does all this now, and it didn’t or even couldn’t do it in Kant’s
day. But we should not therefore infer that the accepted ontology has better
epistemic credentials. The reason that items in our cognitive ontology have
those properties is just that we now do psychology in a way that encourages
us to identify those properties. Had we been doing psychology in Germany in
1800, but with modern methods, we could have discovered the same “facts”
about the posits of Wolffian and Kantian psychology. That we could identify
those properties, however, says little about their reality.
As such, there is no doubt that a real-life Hermann would succeed in

finding neural correlates for the faculty of judgment, as described in the
legend. He would have no trouble finding consistent, statistically significant
patterns. His studies could use classic psychological testing methods like
additive factors and subtraction. Thesemethodswork regardless of the entities
in our cognitive ontology. They are varieties of experimental and task design,
and any “justification” they confer on gathered data is irrespective of that
ontology.
The problem of cognitive ontologies does not emerge because of modern

methods, though two other (independent) methodological issues exacerbate
it. The first begins in psychology: it is not difficult to find significant results
in human cognitive and behavioral testing. Human behavior is amenable
to description by many conceptual languages, which is why the history of
psychology is so rich with ideas. A part of the problem stems from current
experimental techniques, but another part is more endemic to psychological
practice (Meehl 1967). The second methodological problem comes from neu-
roscience. Brains will show neural activations to anything and everything, so
the fact that we have found an activation is not in itself very remarkable. We
couldn’t not have found an activation.
I will say a bit more about these two problems below, but they are not my

primary concern. The legend of Hermann itself just illustrates the fundamen-
tal problem of cognitive ontologies and some associated philosophical issues.
What, then, should we do about it?
Given the nature of psychology, I think the right move is to be instrumen-

talist about psychological theories. Earlier I spoke about the “right” ontology,
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and finding the “correct” conceptual language. Human behavior and its neu-
ral basis may not be the kind of phenomena that allow true theories; it may
just be that certain ontologies are better for certain situations. We could do
cognitive neuroscience with one of many ontologies, but we pick the one that
seems most useful for our purposes, whatever those may be.3
Not all practitioners of the mind-brain sciences want to go instrumentalist,

however. Other ways to respond seek to carve out more room for realism and
a “correct” ontology. Let’s look at some of them.
Adapting Anderson’s (2015) discussion of mind-brain mappings, we can

distinguish three realist-motivated approaches to the fundamental problem
of cognitive ontologies. The first, taken by the vast majority of psychologists
and cognitive neuroscientists, is the conservative approach (Price and Friston
2005). This attitude assumes that the correct conceptual scheme is probably
a lot like the one we have now, and so our cognitive ontology only requires
local tweaking. The second approach ismoderate. It attempts to let the brain
decide which of two cognitive constructs is better. The third is the radical
approach. It suggests a re-thinking of “the very foundations of psychology
in light of evidence from neuroscience and evolutionary biology” (Anderson
2015, 70).
None of these three approaches to the challenge of cognitive ontologies

necessitates realist commitments, though all three trend in that direction. All
three suggest that there is a “true” ontology and that either we’ve already
found most of it, or we at least know the way to get there. I’ll discuss each
approach in more detail below, and then explain why I don’t find them very
promising.
The first approach is conservative. It suggests that we already have most of

the pieces for a true cognitive ontology—they’re just the constructs of contem-
porary psychology. This approach takes the apparent success of psychological
science as evidence of the truth of its claims, and since those claims involve
elements in an ontology, the elements must therefore exist.
The problem with the conservative response is that it begs the question

against someone like Hermann. Hermann suggests replacing the current
ontology with another one; to say we can’t do that, because the one we have
now is true, assumes what Hermann denies.
It’s also wrong to think that the “success” of psychological science, or the

fact that each published paper finds an effect, creates a problem for Hermann’s

3 This view shares something in common with the position outlined in Francken and Slors (2014).
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Kantian view. Citing particular successful studies or even batches of them
does not support conservatism. This is because the evidence for this or that
current psychological theory is not thereby evidence for the background
conceptual scheme in which those theories are framed and tested. As noted
above, psychology is such that we cannot help but find evidence for virtually
any construct we go looking for (Meehl 1967; Open Science Collaboration
2015). Thus finding evidence for some process says very little about the truth
of the conceptual language describing that process. In other words, the reason
we don’t have empirical evidence for Kant’s psychology is simply that no one
has bothered to gather it yet. If a real-life Hermann ever comes around, he’ll
find all the evidence he could want, but he’d be no closer to establishing the
reality of the Kantian cognitive ontology.
The second approach to the problem of cognitive ontologies is moderate. It

uses brain data to adjudicate between competing or incompatible psychologi-
cal constructs, thus letting the brain “speak for itself”. The brain can do this
in various ways. One is when competing cognitive categories make different
predictions about their neural correlates. We can test these predictions by
measuring brain activity during task conditions that involve the categories.
Another way is through multivariate analyses, which use patterns of neural
activations to predict cognitive constructs or representational categories of
stimuli.
The moderate approach faces several challenges. For one, while brain data

might be useful for comparisons between constructs, it cannot give an absolute
measure of a construct’s reality. This point leads to a more serious problem,
which is that even brain data cannot adjudicate between entire conceptual
schemes orwhole cognitive ontologies. Indeed, the brain is a fit counterpart for
psychology: it will always give us some evidence of whatever we test for. Bub
(2000) and Poldrack (2010) used phrenology in their version of Hermann’s tale
because there is no question that phrenologists, had they used fMRI, would
have found copious activations strongly correlated to their phrenological
categories, and strongly predictive of those categories in multivariate studies.
The same is true for Hermann’s transcendental concepts, and for any other
set of concepts we care to check: no matter what they are, we will find some
neural signature of them—but it does not follow that they are real. Brain “data”
or “evidence” usually aren’t evidence for the reality of the mental construct
being tested. This point seems to be either ignored or misunderstood by many
philosophers and scientists.
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Another way of putting the issue is to say that, while themoderate approach
wishes to let the brain speak for itself, our neural organ can really only do so
in a language that we already understand, where “we” are the designers and
interpreters of experiments. If brain data is to shed light on human thought
or behavior, we must interpret that data using cognitive concepts. Even the
simplest interpretations therefore rely on entities in a cognitive ontology,
even when those entities appear to be mere folk-psychological categories like
perception, belief, or desire. Those basic categories also inform experiment
and task design, as researchers use folk psychology to reach broad (albeit
general) agreement on how psychological constructs, tasks, and experimental
conditions relate.4 That whole psychological apparatus forms a conceptual
scheme for studying the mind and brain.
But if we bring to the brain a language we already understand—a worked-

out cognitive ontology—then themoderate approach begs the question against
Hermann no less than the conservative approach does. This criticism also
applies to ontology construction if the analysis uses previously existing cog-
nitive constructs to structure the data; such analyses comprise the majority
of “data-driven” methods (Poldrack 2010; Yarkoni et al. 2011; Yeo et al. 2015;
Tamar et al. 2016; Eisenberg et al. 2019; Genon et al. 2018; Bolt et al. 2020).
The third and final approach is the radical one. My objections to the first

two approaches suggest that Hermann himself begs the question against
current cognitive science since he brought a worked-out cognitive ontology
of his own to studying the brain. But there are even more radical approaches
that try to avoid begging the question. One example is Cisek (2019), who
synthesizes a new cognitive ontology by analyzing the evolutionary history of
simple behavioral systems. Another attempt is Pessoa, Medina and Desfilis
(2021), who reject “standard mental terms” and instead found a new cognitive
ontology with “complex, naturalistic behaviors”.
It’s too early to know whether projects like these will succeed. If a “true”

cognitive ontology exists, these are our best bets to find it, because they throw
out our current conceptual language and start with the evolutionary envi-
ronment. There are other radical approaches that I think we can object to,
however, so I will focus on those.
Other examples of the radical approach to cognitive ontologies use large

data sets to find non-obvious dimensions or axes in brain activations. Call this
the “latent structure” strategy (Yarkoni et al. 2011). I’ll discuss the strategy

4 I thank a reviewer for making this connection clear.
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a bit and then present a problem for it, which applies in varying degrees to
other radical approaches.
The latent structure strategy uses computational techniques to find struc-

ture in neural data. The assumption is that the data’s latent dimensions may
trace the contours of categories the brain itself uses to organize cognition. In
this approach, the brain goes beyond playing arbiter for competing constructs
to reveal a brand-new set of categories. For example, Chen et al. (2017) use
independent component analysis (ICA) with resting-state fMRI data from
hundreds of scans to identify four previously hidden brain networks. The
authors dub them the “auditory”, “control”, “default mode”, and “visual” net-
works. Biswal, Mennes and Xi-Nian Zuo (2010) perform a similar analysis
on resting state data, and Schaefer et al. (2018) use functional connectivity to
produce a new cortical parcellation.
These analyses outdo Hermann’s because they are based purely on brain

measurements. You apply a technique like ICA and a robust structure emerges
that may have been impossible to detect otherwise. Unlike every other ap-
proach, you need not bring anything to the table other than the data. Prior
to identifying the structural contours, no part of any background conceptual
scheme plays a role. This is another radical way of tackling the fundamental
problem of cognitive ontologies, and perhaps another hope to avoid begging
the question.
The challenge for latent structure strategies is interpreting what they find.

Sure, Chen et al. (2017) find four separable networks. But where do the “audi-
tory”, “control”, “default mode”, and “visual” labels come from?Why interpret
the networks with that conceptual language, instead of some other?
Now, the source for the labels is, of course, the authors’ prior knowledge

of similar networks. Chen et al. (2017) know that, in previous studies, partic-
ipants who engaged in tasks requiring cognitive control showed activation
patterns matching one of the networks they discovered. The authors then
import those labels—those entities in the background cognitive ontology—
into their own study, and use them to interpret the data. So even though the
data’s structure is discovered ontology-free, it can only be interpreted by some
existing ontology or conceptual scheme. Just as we saw with the moderate
approach, the brain can only speak in a language we already understand. The
lesson is that big data may help introduce new neural categories, but it doesn’t
and can’t provide the psychological labels for those categories.
Jerry Fodor and Ernie Lepore (1992, 1996) once developed a similar objec-

tion to Paul Churchland’s semantic theory. Churchland (1989, 1998) devel-
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oped a theory of meaning in which different aspects of conceptual content
were represented by different dimensions in a high-dimensional neuronal
activation space. So, to use a simplified example, the concept “dog” might be
represented by neural activations along dimensions like “furriness”, “barking-
ness”, “four-footed”, and so on. Various ranges of those dimensions define a
high-dimensional solid that constitutes the concept “dog”.
The crux of Fodor and Lepore’s objection is that Churchland begs the ques-

tion about the labels on the dimensions. Why does the first dimension in the
activation space represent “furriness” instead of “barking-ness”, or something
else entirely? By taking the labels for granted, Churchland smuggles semantic
terms into a theory that is supposed to explain how there could be semantics
in the first place.
Latent structure strategies make the same mistake. Why is this particu-

lar structure the “control” network, and that structure the “default mode”
network? Labeling the networks requires interpreting the data, but interpre-
tation only happens through cognitive concepts we already have. In trying to
discover the brain’s categories for cognition, we smuggle in the psychologi-
cal labels, and so accomplish nothing other than putting old wine into new
bottles.
In sum, I see the fundamental problem of cognitive ontologies as leading us

toward instrumentalism about psychology. Although there are realist-friendly
responses to this problem, most of them take the items in their cognitive
ontology for granted, and we can’t yet evaluate the ones that don’t.
The moral of Hermann’s legend is the problem I’ve been discussing, which

connects to many issues in the philosophy of mind and of various sciences.
Other than inertia and the vicissitudes of history, we have much less reason
than we like to believe to prefer current cognitive ontologies over possible
alternatives. And, as Bub (2000) notes, without some resolution for this prob-
lem,

[we cannot] differentiate what is currently undertaken [in cogni-
tive neuroscience] from a pointless activity in which inevitable
differences between experimental and baseline conditions are
falsely attributed specific cognitive interpretations that do not in
fact correspond to reality (Bub 2000, 470).

I conclude by considering some objections to my arguments and the way
I’ve set them up. First, you might say that this is all just a problem of reverse
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inference. Suppose my neuroimaging study discovers activation in brain area
𝑋. From previous studies, I know that 𝑋 is associated with emotion, and so
I infer that my subjects used emotional processing in my task, even though
the task didn’t explicitly involve emotion. This pattern of reasoning is called a
reverse inference (Poldrack 2006). Reverse inferences require caution because
area 𝑋 could be involved in many other cognitive processes, not just emotion.
The problemof cognitive ontologies is not one of reverse inference, however.

Reverse inferences have to do with evidence, and gathering more evidence
alone does nothing to solve the problem. We have an enormous amount of
papers published in cognitive psychology, but the sheer number does not
resolve the in-principle problem of ontology selection.
A second objection could be that we could solve the problem with mul-

tivariate analyses in neuroscience. Both philosophers and neuroscientists
sometimes believe that multivariate pattern analysis (MVPA), representa-
tional similarity analysis (RSA), and other multivariate techniques yield some
special insight into brain function that ordinary univariate imaging analyses
cannot (Nathan and Del Pinal 2017). I am skeptical of that view, but even
if it were true, it would be irrelevant to my arguments. The problem of cog-
nitive ontologies is not a methodological one—at least, not one internal to
psychology or cognitive neuroscience as they are currently constituted. As I
said above, certain methodological issues do exacerbate the problem, such as
the ease with which we find publishable results in the mind-brain sciences.
But it is not the current methods of psychology and cognitive neuroscience
that give rise to the problem. It goes beyond the conceptual boundaries of
either field and so we cannot solve it with more sophisticated statistics.
Someonemight also object that the problem of cognitive ontologies is really

an issue of underdetermination of theory by data (Aktunc 2021). According
to this objection, alternative ontologies only look like live options because we
don’t yet have enough evidence for our current one. But this objection also
says that psychological theories are theories, and as such, they will always
go beyond the data. Every theory in every science outstrips the available
observations, and it’s unfair to expect a cognitive ontology to be an exception.
This objection can therefore say that the problem of cognitive ontologies
is not an issue of principle; it’s just the expected result of humans doing
psychological science.
This objection is a sophisticated one. To lay out and respond to all the issues

involved would take another paper. Here I will just give some reasons to think
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that the problem of cognitive ontologies goes beyond the underdetermination
of theory by data.
As we’ve seen, Hermann wasn’t going to convince anyone of Kant’s psy-

chology, no matter how much his evidence “determined” his theory. While
Hermann’s work isn’t real, the cycle of theory replacement in the history of
psychology is, and we have no reason to think that the cycle will stop with
something like our current cognitive ontology. Superficial similarities between
psychology and other sciences, such as that they are practiced in universities
and use quantified measurements and mathematical analyses, give the im-
pression that psychology, like physics or chemistry, trods a monotonic path
up the mountain of truth. But those similarities belie deep conceptual and
interpretational problems which may be inevitable not only in psychology
but also in the phenomena it studies.
In describing human behavior and mentality, we face a situation in which

many distinct butmutually incompatible conceptual schemes could do the job.
It isn’t just the history of psychology that shows this; current cross-cultural
psychology does too. Take “indigenous” or “local” psychological theories,
which describe human thought and behavior in specific cultural contexts (All-
wood and Berry 2006). Rather than fitting received psychological categories
to non-Western peoples, indigenous psychologies develop new categories
tailored to their environment. Inputs to this development include literature,
observations of behavior, self-reports, and past scientific evidence (Cheung et
al. 1996). The results are psychological theories that may account for patterns
of thought and behavior better than traditional (Western) theories.
One of the most empirically successful indigenous psychologies is the Chi-

nese Personality Assessment Inventory, now known as the Cross-cultural
Personality Assessment Inventory (CPAI). In addition to categories from
the standard five-factor personality model, the CPAI includes psychological
constructs like “Harmony”, “Ren Qing” (relationship orientation), “Ah-Q
Mentality” (defensiveness), and “Face” (Cheung et al. 2001). These constructs
constitute a personality factor, “Interpersonal Relatedness”, which is not re-
ducible to other personality theories (Cheung et al. 2003).
If “Interpersonal Relatedness” and associated constructs like “Ren Qing”

and “Ah-Q Mentality” are incompatible with other psychological theories,
then what do we say about the state of the science? Underdetermination
suggests that we’re just lacking the evidence to decide between them, whether
or not psychology is capable of providing it. But it’s not a leap to think there
may be some real indeterminacy here, and that there simply is no fact about
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whether “Ren Qing” is real.We can study it, we can use it, and we can endorse
it, but we don’t need to conclude it must exist.
There are indefinitely many conceptual schemes for psychology, limited

only by our imagination. Whatever they are like, the brain will oblige with
consistent profiles of activation. If the data underdetermines all the available
theories to the same degree, then maybe the problem lies not in our ability to
gather evidence but in the Dinge an sich.
One final objection. In a “no-miracles” spirit, one may say that our current

ontology can’t be that wrong, since psychology and neuroscience are so suc-
cessful. To those with the courage to make this response: I envy your faith,
but see no reason to share it.*
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Alternative Possibilities and
the Meaning of ‘Can’

Maria Sekatskaya & Gerhard Schurz

Our account of free will integrates a counterfactual conditional analysis
of abilitieswith a Frankfurt-style sourcehood psychological approach and
is compatible with both determinism and indeterminism. It effectively
addresses criticisms of the conditional analysis of “can” by demanding
coherence between agents’ free actions and their personality frames. The
paper begins by discussing conditional analyses of abilities, followed
by an exploration of three strategies to counter the consequence argu-
ment: first, by assuming determinism with a backtracking analysis of
counterfactuals; second, by assuming determinism with a local miracle
analysis of counterfactuals; and third, by assuming indeterminism. We
further demonstrate that the first two strategies we propose are immune
to the criticisms faced by other conditional accounts. Moreover, we show
that the third strategy effectively solves the luck problem. The paper
concludes by affirming the reality of free will and its consistency with a
naturalistic worldview.

1 Alternative Possibilities and Conditional Analysis of
Abilities

There is a wide agreement in the free will debate that having free will implies
possessing the capacity to choose one’s course of action. The natural reading
of “choosing” seems to demand that an agent choose between alternative
possibilities. The contested question, however, is how to interpret these alter-
native possibilities. Are there alternative possibilities in a deterministic world?
Incompatibilists argue that determinism precludes alternative possibilities,
and is, therefore, incompatible with free will. This reasoning can be shortly
summarized as follows. An agent’s act is free only if it is in the agent’s power
(up to the agent) to choose to act in one way or another, and to act in this way:

(1) 𝑥 acted freely only if 𝑥 could have done otherwise.
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Henceforth, we abbreviate the thesis “𝑥 could have done otherwise” as CDO.
CDO implies that agent 𝑥 has alternative possibilities of the right sort (at
some time not later than the time of the agent’s action) so that he can choose
and perform alternative possible actions. Can CDO be true in a deterministic
world? According to incompatibilists,

(2) Physical determinism rules out any alternative possibilities

because determinism (D) is defined as the thesis that “there is at any instant
exactly one physically possible future” (van Inwagen 1983, 3). Hence, if D is
true, CDO is false: in a deterministic world no one acts freely.
Compatibilists can reject either thesis (1) or thesis (2). Some compatibilists

have rejected (1) (cf. Dennett 1984; Frankfurt 1969). However, this move is
rather radical, because denying our capacity to choose otherwise looks suspi-
ciously close to denying free will outright. The classical compatibilist move is
to reject (2), which can be done by reading CDO as a conditional statement: “𝑥
could have done otherwise” means “𝑥 would have done otherwise if a certain
condition 𝐶 obtained”.
The conditional analysis of freedom of will was initially proposed by David

Hume (1748), and later developed by G.E. Moore (1912), Dickinson Miller
(Miller 1934), and Alfred Ayer (1954). It enjoyed wide acceptance among
naturalistically inclined analytic philosophers until John Austin’s (1961) and
Keith Lehrer’s (1968) criticisms showed that the versions of the conditional
analysis that had been provided so far were flawed. However, if one wants to
demonstrate that incompatibilism is right, it is not enough to show that some
versions of conditional analysis are wrong. Although thesis (2) might seem
intuitively true, if some version of conditional analysis succeeds, (2) will turn
out false. Incompatibilists must show that there are strong reasons to believe
that physical determinism and alternative possibilities are incompatible. This
is the aim of the so-called “consequence argument” (CA), first published by
Carl Ginet (1966) and Peter van Inwagen (1975).
Before criticizing the CA, which we do in sections 2 and 3 of our paper, in

this first section we give a brief review of the recent theories of a classical
compatibilist style. These theories propose a conditional analysis of CDO
along the following lines: an agent could have done otherwise if he had an
ability such that, if condition 𝐶 obtained, and he tried to use this ability, he
would have succeeded. After that, we will clarify the notion of ability we
rely on. In section 3 we propose three ways to reject the CA: by assuming (i)
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determinism with backtracking analysis of counterfactuals, (ii) determinism
with local miracle analysis of counterfactuals, and (iii) indeterminism. In
section 4 we present our backtracking compatibilist analysis of abilities to do
otherwise. In sections 5 and 6 we explain in more detail why our backtracking
compatibilist account does not have the problems that some other conditional
accounts have. In the rest of the paper, we present our local miracle and our
indeterministic compatibilist analyses of abilities to do otherwise, and show
that they effectively solve the randomness objection and the luck problem.
“New dispositionalist” compatibilists explain agents’ abilities in terms of

dispositions to give a certain response to the stimulus of their own trying
(Vihvelin 2004, 2013; Fara 2008). While we do agree that agents’ abilities can
be analyzed in terms of dispositions to give certain responses to particular
stimuli that are partly constituted by some relevant psychological state of the
agent, we don’t assert that it is necessarily a stimulus of the agent’s own trying
since it has been shown that in some cases the analysis in terms of trying is
problematic (Franklin 2011; Kittle 2015b). In our explanation of abilities, we
will follow David Lewis (1997), who connected dispositions to give responses
to certain stimuli with intrinsic properties of the bearers of these dispositions.
In order to avoid the problem with Finkish dispositions or Finkish lack of
dispositions, Lewis introduced a time interval during which the intrinsic
properties of the bearers of these dispositions should not change. Although
Lewis himself did not explicitly use his analysis of dispositions to explain
agents’ abilities, it can, in our opinion, quite naturally be extended in this way.
We assert that an agent’s abilities are a specific class of the agent’s dispositions
to act in particular ways in particular circumstances, where these acts are
partly caused by the agent’s intrinsic psychological and physical properties,
such as the agent’s skills, beliefs, desires, etc. Thus, we propose the following
definition of having an ability at a time:

Ability. An agent 𝑥 has at time 𝑡 the ability to do 𝐴 iff

(a) 𝑥 has an intrinsic property 𝐵 between 𝑡 and some later time point 𝑡′,
and

(b) if certain conditions 𝐶𝑖 (𝑖 = 1, 2,…) would obtain between 𝑡 and later
times 𝑡𝑖 ≤ 𝑡′, then 𝐶𝑖 and 𝑥’s having of B would jointly be an 𝑥-complete
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cause of 𝑥’s doing 𝐴 (where “an 𝑥-complete cause” is “a cause complete
in so far as properties intrinsic to 𝑥 are concerned”).1,2

What the conditions 𝐶𝑖 and property 𝐵 are depends on the ability in question.
If we consider the ability to play the violin, then the conditions 𝐶𝑖 consist of
proper external circumstances (e.g., having a violin at hand, etc.) plus a proper
internal psychological stimulus on the part of the agent, for example, his
decision to play or his desire to play the violin; note that different conditions
have to endure for different time spans after time 𝑡. Property 𝐵, on the other
hand, consists of the agent’s skills, beliefs, etc. Our account will show how,
given any suitable understanding of abilities along the lines above, one can
explain the abilities to do otherwise, within the framework of either physical
determinism or indeterminism. We will use this definition of ability in our
own account of CDO in sections 4–8 of this paper, where we will explain what
the conditions 𝐶𝑖 are for the abilities to do otherwise, by using the framework
of possible world analysis of counterfactual conditionals. There it will be clear
that our account offers the kind of ability to do otherwise that many theories
of free will are after, the one called “all-in ability” (Austin 1961), “wide ability”
(Vihvelin 2013), “ability with an opportunity” (Franklin 2011), or “maximally
specific ability” (Kittle 2015b).
Abilities, understood in a new dispositionalist way, are compatible with

determinism. However, if the CA is sound, then physical determinism implies
that no one could have ever done otherwise, and therefore, in a deterministic
world no one has the ability to do otherwise. In sections 3–8 we will show how
compatibilists can secure their position against the destructive effect of the
CA without being vulnerable to standard objections against compatibilism.
We will do so by combining conditional analysis with a suitable version of a

1 This definition is based on a modified version of Lewis’ definition in Lewis (1997, 157); the
characterization of an “𝑥-complete cause” is found in Lewis (1997, 156). The main difference
between our account of abilities and Lewis’ account of dispositions is that Lewis is interested in
dispositions of any kind of entities to respond to relevant stimuli. Neither the disposition nor the
stimulus must have something to do with agency or the psychological circumstances of the act,
which are essential for questions about free will. In our account, the condition 𝐶𝑖 has to include
the agent’s first-order desires, and the intrinsic property 𝐵 has to include the agent’s personality
frame, as will be shown in section 4.

2 Further problems of Lewis’ (1997) account of dispositions can be fixed but cannot be discussed
here. For example, in order to admit a probabilistic or gradual notion of disposition one could
follow Vihvelin’s proposal (2013, 187) and weaken Ability so that the condition following “then”
must hold only in a suitable proportion of cases.
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sourcehood account (drawing on Frankfurt’s (1971) notion of second-order
desires as well as Fischer and Ravizza’s (1998) condition of reason-reactivity).

2 The Review of the Consequence Argument

The “third” version of the CA, published in van Inwagen’s (1983) book, has
attracted the most attention in the free will debate. It contains three proposi-
tions:

𝑃0. A proposition that describes the total state of the world at some
moment in the distant past (𝑡0).

𝐿. A proposition that is the conjunction of all the laws of nature.

𝑃. A true proposition about time 𝑡1 after time 𝑡0.

𝑁, a sentential modal operator defined:

𝑁𝑝. 𝑝, and no one has, or ever had, any choice about whether 𝑝.

Two modal principles, or rules of inference:

Rule Alpha. If 𝑝 is a necessary truth, then 𝑝 is true and no one
has, or ever had, any choice about 𝑝. (�𝑝 ⊢ 𝑁𝑝)

Rule Beta. If 𝑝 and no one has or had any choice about 𝑝, and if
𝑝 ⊃ 𝑞 and no one has or had any choice about 𝑝 ⊃ 𝑞, then 𝑞 and no
one has or had any choice about 𝑞. (𝑁𝑝,𝑁(𝑝 ⊃ 𝑞) ⊢ 𝑁𝑞).

Using these notations, the argument has the following logical structure:

1. �((𝑃0 ∧ 𝐿) ⊃ 𝑃) Symbolic definition of Determinism
2. 𝑁𝑃0 Principle of the Fixity of the Past
3. 𝑁𝐿 Principle of the Fixity of the Laws
∴ 𝑁𝑃 Conclusion, contradicts CDO

The proof:
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4. �(𝑃0 ⊃ (𝐿 ⊃ 𝑃)) 1, Exp within �-scope
5. 𝑁(𝑃0 ⊃ (𝐿 ⊃ 𝑃)) 4, Rule Alpha
6. 𝑁(𝐿 ⊃ 𝑃) 2, 5, Rule Beta
∴ 𝑁𝑃 3, 6, Rule Beta

Since 𝑃 can be any true proposition about what someone does, NP asserts
that no one has any choice about any of her actions. If a compatibilist wants
to reject the CA, she has to reject either one of the inference principles or one
of the premises.
Rule Alpha is very plausible and has beenwidely accepted in this discussion.
Rule Beta is known as the Principle of Transfer of Powerlessness and,

according to the proponents of the CA, is also very plausible (cf. Ginet 1980,
182; van Inwagen 1983, 99).However, Rule Beta is themost disputed part of the
CA, usually criticized by means of counterexamples (Widerker 1987; McKay
and Johnson 1996; Carlson 2003). McKay and Johnson argue that Alpha and
Beta together entail the Principle of Agglomeration: 𝑁𝑝, 𝑁𝑞 ⊢ 𝑁(𝑝 ∧ 𝑞).3
However, this principle can be shown as invalid by applying the condition
“𝑁(-)”, that no one can do anything about, to the outcome of a random process,
viz. the tossing of a fair coin. After criticizing van Inwagen’s formulation of
Beta they propose four different modal principles closely resembling Beta,
which are immune to this counterexample but still can be used in deriving
the conclusion of the CA. It has been argued that these different principles
are less intuitive than the original Beta and have unwelcome consequences
(Blum 2003). Other versions of Beta have been proposed (Carlson 2000, 2003;
Crisp and Warfield 2000) and currently the discussion is very much alive
(Gustafsson 2017).
Van Inwagen himself reacted to McKay and Johnson’s (1996) counterexam-

ple by conceding that his version of Beta was invalid, and by modifying the
𝑁-operator as follows:

3 McKay and Johnson give the proof (1996, 115):

1. N𝑝 (premise)
2. N𝑞 (premise)
3. �[𝑝 ⊃ (𝑞 ⊃ (𝑝 ∧ 𝑞))] (necessity of a logical truth)
4. N[𝑝 ⊃ (𝑞 ⊃ (𝑝 ∧ 𝑞))] (from 3 and 𝛼)
5. N[𝑞 ⊃ (𝑝 ∧ 𝑞)] (from 1, 4 and β)
6. N(𝑝 ∧ 𝑞) (from 2, 5 and β)
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𝑝 and every region to which anyone has, or ever had, exact access
is a subregion of 𝑝. One has exact access to a region if one has
access to it and to none of its proper subregions. Intuitively, one has
exact access to 𝑝 if one can ensure the truth of 𝑝 but of nothing
“more definite”. (van Inwagen 2000, 8)

So, according to this definition, McKay and Johnson’s (1996) case is not a
counterexample to Rule Beta anymore. An agent can have exact access to
the region of logical space in which “The coin is tossed and it lands either
heads or tails” holds, but not to its subregions where specifically “The coin is
tossed and it lands heads” holds, or where specifically “The coin is tossed and
it lands tails” holds.
Lynn Baker has argued that the new𝑁-operator leads to the conclusion that

“every region of logical space to which anyone has, or ever had, exact access is
the region containing only the actual world” (2008, 16). If this is correct, then
the conclusion of the CAwill follow quite independently from the assumption
of determinism. However, we will not explore the implications of the new
𝑁-operator, because in the following sections we will show that compatibilists
can deny 𝑁𝑃0 and 𝑁𝐿 on both readings of 𝑁.
Moreover, we claim that supporters of agents’ abilities to do otherwise do

not need to withdraw (suitable versions of) Rule Beta if a version of Beta that
withstands objections can be formulated. Rather, they can and should reject
one of the three premises:

• If determinism is accepted, then either 2. or 3. is to be rejected, as in
classical compatibilist and new dispositionalist positions,

• If indeterminism is accepted, then 1. must be rejected, as in libertarian
positions.

In the next sections, we show how these premises can be rejected by develop-
ing a new kind of conditional analysis of freedom using the formal tool of the
analysis of counterfactual conditional statements in terms of possible worlds.
We argue that our proposal has three advantages compared to traditional
accounts:

1. It answers the standard objection against conditional explications of
CDO that they are too weak to remove counterexamples, by combining
them with a suitable version of a sourcehood account based on the
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condition of coherence with one’s personality frame, abbreviated as
(CPF).

2. It is flexible enough to be compatible with two versions of determinism,
(i) a backtracking variant and (ii) a local-miracle variant, as well as with
(iii) indeterminism.

3. Moreover, the condition CPF may also solve specific problems of the
three versions, e.g., the “anything possible” objection against (ii) and
the problem of luck objections against (ii) and (iii).

Some compatibilists have provided arguments against the CA (cf. Vihvelin
1988; Taylor and Dennett 2002) and developed their own compatibilist theo-
ries of free will (Vihvelin 2013; Dennett 2003). However, an analysis of the
precise connection between a refutation of the CA and a formulation of a
conditional compatibilist analysis of CDO is missing so far. In this paper, we
are going to address this issue. We will incorporate the results of the previous
critics of the CA into one unified framework that is based on a counterfactual
analysis and shows how both a backtracking and a local miracle analysis
of counterfactuals can be used to refute the CA and to provide a positive
account of CDO. Moreover, we will show that the same counterfactual frame-
work can be used to explicate an indeterministic account of CDO that drops
the assumption of determinism instead of employing backtracking or local
miracles.
We chose the version of the CA that we did because it is arguably one of the

strongest arguments against compatibilism (cf. Capes 2019). Our proposed
refutation of this version of the CA also works against the “Basic Version”
of the CA. The Basic Version depends on the acceptance of the “Extension
Principle”: “An agent can do 𝑋 only if his doing 𝑋 can be an extension of
the actual past, holding the laws fixed” (Fischer 1994, 88). The “Extension
Principle” is a straightforward affirmation of the Fixity of the Past and the
Fixity of the Laws, and in sections 3–7 we show how both Fixity Principles
can be consistently denied.

3 Compatibilist Rejection of the Fixity Principles

In the following sections 3–7 we assume determinism and propose our new
explication of compatibilist conditional freedomwithin a deterministic frame-
work. Premise 2., the Principle of the Fixity of the Past, states that 𝑃0, a
proposition that describes the total state of the world at some moment in the
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distant past, is true and no one can make 𝑃0 false where “𝑥makes 𝑃0 false” is
understood in the following weak sense: if 𝑥 had acted otherwise, then the
distant past would have been different.4 This formulation does not assume
that there is a direct causal relationship between the agent’s actions and the
change of the events in the remote past.
John Saunders (1968) was the first to reject the Fixity of the Past with this

kind of strategy, which later became known as backtracking (Fischer 1988). In
our viewpoint, the main advantage of the backtracking strategy in the context
of the freedom debate is that it applies to the conditional analysis of “can”.
According to the backtracking strategy, “𝑃0 and no one has, or ever had, any
choice about whether 𝑃0” is wrong, because the agent, 𝑥, can perform not-𝑃
now, and if 𝑥 performs not-𝑃 now then it would have been false that 𝑃0.5 So 𝑥
has the power to change the past 𝑃0 in the weak sense explained above. The
connection between the backtracking strategy and the conditional analysis of
“can” is that the causal chain leading from the counterfactual alteration of 𝑃0
to the counterfactual alteration of 𝑃 involves a counterfactual alteration of
the agent’s will (decision) at some intermediate time.
The backtracking strategy as applied to the abilities of agents is just a

particular case of the backtracking analysis of the truth of counterfactual
statements of the form (𝑃 > 𝑄). According to Jonathan Bennett, “(𝑃 > 𝑄) is
true iff 𝑄 is true at all the 𝑃-worlds which are closest to the actual world” (1984,
57), and since we want, even in deterministic worlds, some counterfactuals to
be true and some false, we have two options to choose from:

[…] if 𝑃 is false (at the actual world), then every causally possible
𝑃-world is unlike the actual world in respect of its whole history
up to the time (𝑇) to which 𝑃 pertains. Any good statement of the
determinist thesis will tell you that much, making it clear that
any two worlds which are strictly determined by the same laws
are unalike at time 𝑇 only if they are unalike at every earlier time.
So, if we want to evaluate (𝑃 > 𝑄) where 𝑃 is false, we must either

4 On van Inwagen’s new formulation of 𝑁, this should be read as “𝑃0 and every region to which
anyone has, or ever had, exact access is a sub-region of 𝑃0”. The rest of our argument applies
equally well to the old and the new formulation of the𝑁-operator. The difference is that where
we say “𝑥 has a choice about whether 𝑃0” on the old formulation of 𝑁, we substitute “𝑥 has
exact access to a region where 𝑃0 is false” on the new formulation of 𝑁.

5 By “performing 𝑃” we mean performing an act such that “𝑃” is a proposition describing this
act, and by “performing not-𝑃” we mean performing an act such that “not-𝑃” is a proposition
describing this act.
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accept as “closest” some worlds which are unlike ours at all times
earlier than 𝑇, or deem to be “closest” some worlds which are
just like ours up to about 𝑇 and are then pushed off our course by
a miracle—an event breaking some actual causal law. (Bennett
1984, 59)

Bennett chooses the first option, Lewis (1979) chooses the second. The back-
tracking analysis rejects Premise 2., i.e., assumes a different past globally, i.e.,
in many instances. In contrast, Lewis’ local miracle strategy rejects Premise
3., i.e., requires a violation of a law but only locally, i.e., in only one instance.
In section 4 we will elaborate on how the backtracking analysis of counter-

factuals togetherwith the conditional analysis of abilities yields a compatibilist
analysis of free will. In a nutshell, the idea is the following: we say that 𝑥
could have done otherwise than 𝑃 at 𝑡𝑛 if there are possible worlds close to
the actual world at 𝑡𝑛−1 in some respect to be clarified in what follows, such
that in these worlds 𝑥 does otherwise than 𝑃 at 𝑡𝑛.
The local miracle account is also a possible way to go for a compatibilist,

viz. to reject Premise 3., the Principle of the Fixity of the Laws. It states that no
one can change the laws of nature (has a choice about what the laws of nature
are), where “𝑥 changes the laws of nature” is understood in the following
weak sense: if 𝑥 had acted otherwise then the laws of nature would have been
different. This formulation is a slight reformulation of Lewis’ (1981) weak
compatibilist thesis in a way that avoids van Inwagen’s (2004) criticism.
David Lewis (1981) distinguished between two senses in which a law of

nature can be broken in connection with what an agent does. In a strong
sense, it can be broken by an action that an agent performs or by a direct
consequence of an action that an agent performs. For example, a law is broken
in a strong sense if an agent moves his hand faster than the speed of light
or throws a stone that flies faster than the speed of light. Crediting an agent
with this kind of ability is implausible, so, read in the strong sense, Premise
3., 𝑁𝐿, is true. However, a law of nature can be broken in a weak sense: it is
possible that somewhere in the past a local miracle happened. In this case, it
is possible that an agent does otherwise than 𝑃 as a consequence of this prior
miracle, which could have happened at any time between 𝑃0 and 𝑃.
Lewis made his objection against an earlier version of the CA (van Inwagen

1975) in the following way:

(Weak Thesis) I am able to do something such that, if I did it, a
law would be broken.
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(Strong Thesis) I am able to break a law. (Lewis 1981, 115)

The Weak Thesis, which as a soft determinist I accept, is the
thesis that I could have rendered a law false in the weak sense.
The Strong Thesis, which I reject, is the thesis that I could have
rendered a law false in the strong sense. (Lewis 1981, 120)

According to Lewis, it is the strong sense that is incredible, and it is the weak
sense that follows from the CA, so the CA is not a problem for a compatibilist
(soft determinist) position. Van Inwagen objected that even the Weak Thesis
is incredible because it ascribes to an agent the power to perform miracles,
where a miracle is defined as “an event or state of affairs whose occurrence
would be inconsistent with the whole truth about the past and the laws of
nature” (van Inwagen 2004, 349). But this incredibility is arguably due to the
inappropriateness of the phrase “a law of nature is broken”. We think that
what Lewis means with this is nothing more than what we said above, namely,
that the laws of nature are different in the actual world (where I perform 𝑃)
and the counterfactual world where I act differently. Tognazzini (2016) argues
in more detail why this is what Lewis must have meant with a law being
“broken”, and what “miracles” are according to Lewis. Helen Beebee and
Alfred Mele (2002) argue that Humeanism about laws of nature supports not
only theWeak, but also the StrongThesis, and this is a problem for Lewis’ local
miracle compatibilism. However, in our local miracle compatibilist proposal,
presented in section 7, we do not endorse Humeanism about laws of nature.
Therefore we are free from the problems discussed in Beebee and Mele (2002).
In section 7 we also show how our account solves the problems discussed in
Beebee (2003).
Both the backtracking strategy and the local miracle strategy are legitimate

ways for a compatibilist to reject the CA. Indeed, the compatibilist accepts ex
hypothesi that (𝑃0 ∧ 𝐿) ⊃ 𝑃 and that 𝑃0, 𝐿, and 𝑃 are true in the actual world.
The decisive question is: what is involved in making the conditions 𝐶𝑖 true
in a possible world sufficiently close to the actual world? The compatibilist
who accepts determinism can give two answers according to our analysis, one
based on the backtracking strategy and the other one on the local miracle
strategy. The indeterminist, in contrast, can explicate the conditions 𝐶𝑖 in a
way that neither implies a global change of the past nor a local miracle. In
the next five sections, we elaborate on these three options.
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4 Backtracking Compatibilist Proposal

If the actual world 𝑎 is deterministic, the backtracking strategy allows us to
formulate the following conditions that have to obtain for CDO to be true
about a person 𝑥 in 𝑎.

CDOB. 𝑥 could have done otherwise than 𝑃 at 𝑡𝑛 if 𝑥 does not-𝑃 at
𝑡𝑛 in some possible world 𝑤 that satisfies the following conditions:

a. 𝑤 and 𝑎 are governed by deterministic laws that are identical.
b. The pasts of 𝑤 and 𝑎 are different at all past times.
c. 𝑥’s personality frame agrees in 𝑎 and𝑤 at all times until 𝑡𝑛−1 and it does
not change between 𝑡𝑛−1 and 𝑡𝑛.

d. (1) 𝑥’s internal state at 𝑡𝑛−1 in 𝑤 differs from the corresponding inter-
nal state of 𝑥 in 𝑎 in regard to some FODs of 𝑥, in coherence with
𝑥’s personality frame, where

(2) 𝑤 and 𝑎 agree in all agent-external facts at 𝑡𝑛−1 that were causally
relevant to 𝑥’s actual action at 𝑡𝑛.

Characteristics required by CDOB (a) and (b) were discussed in previous
sections. Characteristics CDOB (c) and (d) need explanation.
Concerning CDOB (c): According to our account, in order to have free will

an agent must have a personality frame (F), which, in turn, includes reason-
ing and volitional abilities meeting minimal rationality conditions. Minimal
rationality conditions demand that an agent meet the criteria of moderate
reasons-responsiveness, i.e., have a certain level of reasons-receptivity and
reasons-reactivity, as discussed in Fischer and Ravizza (1998). Necessary vo-
litional abilities include an agent’s capacity to form first- and second-order
desires and volitions. Following Harry Frankfurt, we define a first-order de-
sire (FOD) as a desire “to do or not to do one thing or another” (1971, 7), a
second-order desire (SOD) as a desire that a certain FOD become causally
efficient (1971, 10), a first-order volition as an effective FOD that causally
contributes to an agent’s act (1971, 8), and a second-order volition as a SOD
that is a part of the cause of the agent’s first-order volition (1971, 10). A person
having abilities at a time should be understood as explained in Ability. A
person 𝑥’s having the ability to do 𝐴 at 𝑡𝑛 is a necessary condition for the truth
of the claim that “𝑥 could have done 𝐴 at 𝑡𝑛”. For example, if we want to know
whether the claim “𝑥 could have played the piano at 𝑡𝑛 instead of playing the
violin” is true, we should consider the possible worlds where 𝑥 has the same
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intrinsic property 𝐵 (causal basis of 𝑥’s ability to play the piano) and where
conditions 𝐶𝑖 vary without violating CDOB (d).
In addition to the necessary abilities listed above, common to all persons

with free will, each F has a particular set of characteristics, including this
person’s SODs, essential FODs such as the desire to live, stable character
traits, and general and specific abilities and skills, such as an ability to play
the violin, an ability to play the violin in front of a big audience, an ability to
play the violin in front of a big audience while being tired, and all the rest of
this person’s abilities in all the ranges of specificity.6
These characteristics of a personality frame stay fixed across periods of

time under consideration in CDOB (c). The qualification that 𝑥’s personality
frame “does not change between 𝑡𝑛−1 and 𝑡𝑛” is needed because although we
allow for changes of personality in a more distant past we need to exclude
that the agent undergoes changes of her personality between times 𝑡𝑛−1 and
𝑡𝑛. To find out if CDOB is true about 𝑥, we only consider the possible worlds
where 𝑥’s personality frame is the same at 𝑡𝑛−1 as 𝑥’s personality frame in 𝑎
at 𝑡𝑛−1. We don’t want to say that “𝑥 could have done otherwise” is true about
𝑥 if, in other possible worlds where 𝑥 does otherwise, she has different skills
or significantly different character, values, and beliefs, in particular, where 𝑥
has different SODs. As we shall see, this removes some important problems.
Concerning CDOB (d): Coherence of the FODs with the personality frame

is the key step in the conditional analysis of CDO.We claim that 𝑥 could have
performed not-𝑃 out of her own free will if there is a possible world where
𝑥 has different FODs that are coherent with her personality frame at 𝑡𝑛−1
and 𝑥 performs not-𝑃 at 𝑡𝑛, whereas all agent-external facts at 𝑡𝑛−1 that were
causally relevant to 𝑥’s actual action at 𝑡𝑛 are the same as in 𝑎. Coherence
with one’s personality frame (CPF) is characterized as follows:

CPF. An action 𝐴 of agent 𝑥 is coherent with x’s personality frame F
iff performing the action 𝐴 does not imply consequences that 𝑥 can
draw (using her instrumental reasoning abilities which are part of
F) that contradict certain elements of F.

Condition CDOB (d1) is a formal explication of what kind of changes internal
to agent 𝑥 are allowed in the possible worlds under consideration: namely, the

6 Since our account fixes all the abilities of a person in all ranges of specificity, it is consistent with
both Whittle’s (2010) and Kittle’s (2015b) competing claims regarding what level of specificity of
abilities is most relevant to free will.
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changes in𝑥’s FODs that don’t contradict CPF.Taken togetherwith the fixity of
F explicated in CDOB (c), this restricts the counterfactual FODs to such FODs
that are neither essential to F nor lead to actions that imply consequences
that 𝑥 can draw (using her instrumental reasoning abilities which are part
of F) that contradict certain elements of F. Differences in world 𝑤 that are
mentioned in condition CDOB (d1) reach all the way back to the Big Bang.
These past differences are causally relevant to counterfactual FODs: 𝑥 has a
different FOD in 𝑤 because 𝑎 and 𝑤 have different past histories that cause
differences in the present states of these worlds, including the differences in
𝑥’s FODs.
Condition CDOB (d2) specifies that these differences must not affect those

agent-external facts in the actual world at time 𝑡𝑛−1 that were causally relevant
to 𝑥’s action at 𝑡𝑛. Otherwise, the counterfactual analysis would be trivialized
and obviously unfree actions such as ones resulting from being forced by
physical violence would come out as “free”. However, these differences may
affect those agent-external facts in the actual world at time 𝑡𝑛−1 that were not
causally relevant to 𝑥’s action at 𝑡𝑛 and may have further causal consequences
in 𝑤 at times later than 𝑡𝑛.

5 Discussion of the Backtracking Compatibilist Proposal

In this section, we will show how our account meets the intuitive desiderata
by analyzing some pertinent examples. In the next section, we will discuss
in detail the differences between our account and some other conditional
accounts, and demonstrate that our account solves the problems that those
accounts face.
First of all, we note that our account agrees with the classical conditional

analysis on those examples that the latter gets right: those in which an external
force prevents an agent from doing otherwise. For example, it follows from our
account that if an agent is physically chained, he cannot move his arms even
if he wanted to move them, because the causally relevant external conditions
stay fixed in the counterfactual analysis of CDOB.
Second, our account explains an important pre-theoretical intuition, ac-

cording to which not everything that a person can physically do she can do in
a free will sense of “can”. Consider Jones: when a robber points a gun to his
head and demands that Jones hand over his wallet, we do not want to say that
Jones is free to do otherwise than obey the robber, even if there is a possible
world where Jones refuses. If Jones, like most of us, values his life more than
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his wallet, then his personality frame contains the essential FOD to preserve
his life. According to our account, there is no possible world where Jones’
personality frame F does not change and he refuses to hand over the wallet
because we excluded all other possible differences, such as Jones’ mishearing
the threat, or having some form of hallucination, or being manipulated by
neuroscientists, by the condition that everything except 𝑥’s FODs that are not
part of F in these possible worlds at 𝑡𝑛−1 is the same as it is in 𝑎.
Third, our account answers an important objection to a standard conditional

analysis of abilities raised by van Inwagen (1983). Consider Smith, who is in
a coma in a hospital. Van Inwagen observes that:

The two propositions

Smith cannot get out of bed

If Smith wanted to get out of bed, he would

would seem both to be true, the former because he is in a coma,
and the latter because, if he didwant to get out of bed he wouldn’t
be in a coma. (van Inwagen 1983, 119)

This objection is a problem for many other versions of classical compatibil-
ism, but we think that there is a straightforward way to avoid this problem
on our account, because being in a state of coma violates condition CDOB
(c), according to which 𝑥’s personality frame is fixed in the possible worlds
under consideration. But a person in a state of coma doesn’t have a personality
frame in the sense in which we understand this notion, because, while being
comatose, the person is not moderately reasons-responsive, and at least tem-
porarily lacks a capacity to form first- and second-order desires and volitions.
Fourth, our account solves the notorious red candy problem, dating back

to Lehrer’s (1968) example. The example is as follows:

Suppose that I am offered a bowl of candy and in the bowl are
small round red sugar balls. I do not choose to take one of the red
sugar balls because I have a pathological aversion to such candy.
[…] It is logically consistent to suppose that if I had chosen to take
the red sugar ball, I would have taken one, but, not so choosing, I
am utterly unable to touch one. (Lehrer 1968, 32)
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The conclusion from Lehrer’s thought experiment seems to be that a condi-
tional analysis of abilities is bound to fail because in this case, it will give the
implausible result that I can take the red candy if I decide/choose/want to,
whereas intuitively I cannot choose a red candy because of my phobia. Our
account, however, gives the conclusion that the person with a phobia cannot
take the candy precisely because of his pathological aversion which is a part
of his personality frame, so it has to be fixed in all of the possible worlds that
we consider. It could be objected that we should also consider the possible
worlds where something distracts the person with the phobia so that he for-
gets about his phobia at the critical moment. However, such a counterfactual
distraction would be caused by a change in the agent-external facts at time
𝑡𝑛−1 that were causally relevant to 𝑥’s action at 𝑡𝑛, and that is excluded by
condition (d2) of CDOB. It could also be objected that some competing FOD
can ultimately outweigh the aversion, so that a person takes the red candy
after all, even if the phobia is included in F. However, the point of mentioning
phobias in these kinds of counterexamples is precisely because they entail
the inability of agents to form certain kinds of desires. Phobias distinguish
what individuals cannot do from what they can do. Our account secures this
intuition by including phobias and other kinds of irresistible psychological
impulses into F. Consequently, any counterfactual FOD incompatible with the
phobia is excluded by CPF. What is an irresistible psychological impulse and
what is not (like weakness of will) is an empirical question, and the answer
to this question determines whether some desires and fears should be fixed
as elements of F.
Fifth, our account captures the pre-theoretical intuition about the cases in

which agents freely perform some actions that are not very consequential for
them. For example, we have a strong pre-theoretical intuition that we could
have put on different clothes in the morning or ordered a different meal at the
restaurant. The extreme case of choosing among inconsequential options is
the so-called freedom of indifference: when an agent has to choose between
two (or more) options and has no reason whatsoever to prefer one option
over the other. This situation seemed problematic to those philosophers who
thought that every choice must happen for a reason, i.e., be caused by a prior
decision of the intellect (cf. Kenny 1973), but it is not problematic on our
account, because any variation in the internal life of the agent, including the
slightest unconscious biases or simply differences in neuronal activity will be
enough for the agent to act otherwise.
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Sixth, our account explains why we do not say that all animals have free
will. According to a Humean style simple conditional analysis which says that
𝑥 acted freely if he would have acted differently given different desires, all
animals that have desires would also be free in their actions. It would follow,
e.g., that amosquito is freely stinging, because if it were not hungry but, rather,
sleepy, it would do otherwise. However, a mosquito has no personality frame
and therefore its actions are not free according to our analysis. For the same
reason, primitive robots are not free according to our explication.
Finally, our account explains why human beings who have a rudimentary

form of free will but have not yet developed a personality frame, such as
young children, or who have a defective personality frame (for example, due
to severe psychological disorders), do not qualify as free agents.
It may be objected that a satisfactory explication of freedom should also

apply to situations in which a person changes her personality frame, but it
is hard to say what freedom means in this case. Typically, an action that is
involved in such a change violates some elements of the person’s old frame
but is in line with the person’s new but not yet fully developed personality
frame. So, what counts for the evaluation of an action as free or unfree in such
a situation, the old (past) or the new (future) personality frame? If a person
is manipulated by another person in a way that changes her personality, but
after the change she considers herself free and her action is compatible with
the new frame, then in which sense was this change unfree or free? We do
not intend to develop a solution to this difficult but distinct problem in this
paper; we postpone it to future work.
A final remark: Normally an agent’s personality frame is not so strong as to

determine her actions or first-order desires. In the exceptional case, however,
in which someone does something as an immediate consequence of her per-
sonality frame, for example, regularly breathes, eats, and drinks (because the
personality frame includes her desire not to die), then our present analysis
implies that the person is indeed not free in regard to these actions. This sounds
reasonable in the case of our example, but there are other cases where it does
not seem so reasonable. Dennett (1984) draws our attention to cases where
an agent’s deeply held convictions make any alternative course of action in-
conceivable to the agent. According to Dennett, when Luther claimed “Here
I stand; I cannot do otherwise” he might have been telling the truth, while
still being free and responsible for the choice that he made. Regardless of
whether this diagnosis really does apply to Luther on this occasion, it does
seem plausible that sometimes there is only one way a person can act. There
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are many deeply held convictions that make some courses of action incon-
ceivable for certain agents. It might be this intuition of fixity of everything
that is subjectively important for a person that brings some compatibilists to
deny that having alternative possibilities is at all relevant to having free will.
If one intends an analysis that does not make CDO a part of the explication
in cases of free action to require a change of the personality frame, one has to
change our defining condition by adding the following disjunct:

CDOB*. “[…] or the action 𝑃 follows already from the content of 𝑥’s
personality frame.”

In this case, the modified definition of free action would be: 𝑥 acted freely if
either CDOB or CDOB* obtain. Whether CDOB or CDOB* (or something in
between) is the better analysis of free action in a deterministic world is left
here as an open question to be treated in future work.

6 The Advantages of the Backtracking Compatibilist
Proposal

In the current free will debate one sometimes sees the contrast being drawn
between the conditional analysis of abilities and the counterfactual possible
world analysis, as if these two ways of analysis were mutually exclusive (Kittle
2015b, 101). We think that this understanding is mistaken since counterfac-
tual possible world analysis is a way to provide a conditional analysis, as
our paper illustrates. The contrast itself dates back to Lehrer (1976), who
rejected conditional analysis and proposed his possible world analysis instead.
However, it is important to note that what Lehrer rejected were the then avail-
able versions of a simple conditional analysis, which failed due to objections
similar to those we considered in the previous section, including Lehrer’s
own red candy counterexample (1968), but not the very idea of finding a
suitable conditional definition of free will. We think that our backtracking
compatibilist proposal is a step towards such a definition, and we will now
highlight how it differs from some influential versions of conditional analyses
proposed by other authors.
Lehrer’s (1976, 1990) possible worlds analysis states that a person is able

to do otherwise if there is an accessible minimally different possible world
where he does otherwise, and there is “no advantage” he has in that possible
world as compared to the actual world. Lehrer’s account of “advantage” was
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persuasively criticized by Horgan (1977) and Kittle (2015b). These criticisms
do not apply to our account, because CDOB does not use the notion of ad-
vantage, but instead specifies in detail what is and what is not allowed to
be different in the possible worlds under consideration. For this reason, our
account is free from the difficulties that face the possible world analysis by
John Campbell (1997), who develops Lehrer’s notion of advantage.
Our account is also free from the problems that the new dispositionalist

analyses of abilities face. Randolph Clarke (2009) has argued that the new
dispositionalist accounts are vulnerable to objections similar to the red candy
case, where an agent is unable to 𝐴 because he is unable to try to 𝐴. He
provides the following example:

Suppose that on a certain occasion Bob formed an intention to
wave to Cathy, but a momentary neural glitch made it impossible
for Bob, on that occasion, to try to wave – he could not even begin
to implement his intention – though he would have waved if he
had managed to try. (Clarke 2009, 335–336)

Clarke argues that the new dispositionalism gives the implausible result that
Bob was able to wave because he had a disposition to wave, which would have
manifested itself if he had tried. We, however, answer that Bob was not able
to wave, because by the condition below we fix all abilities of the agent at 𝑡𝑛:

CDOB (c). 𝑥’s personality frame agrees in 𝑎 and 𝑤 at all times until
𝑡𝑛−1 and it does not change between 𝑡𝑛−1 and 𝑡𝑛.

Due to the glitch, Bob lacks the ability to wave at 𝑡𝑛, because he temporarily
lacks the proper causal basis 𝐵 of this ability, namely, the normal functioning
of his neural pathways. So he could not have waved at 𝑡𝑛.
Franklin (2011) argues that both Vihvelin (2004) and Fara (2008) succeed

in providing dispositional accounts of narrow, or general abilities, but not of
wide, specific abilities, or, as Franklin calls them, abilities with opportunities.
This leads to an implausible claim that even externally constrained agents
possess abilities to do otherwise:

According to Vihvelin’s analysis, free will is just a set of abilities,
abilities are just (bundles of) dispositions, and dispositions are
solely grounded in an agent’s intrinsic properties. These claims
prevent her from being able to appeal to the extrinsic features of
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an agent (such as being tied to a chair) in order to explain why
the agent is not free. (Franklin 2011, 97)

Our account does not have this problem, because the condition below ex-
cludes such changes in the agent’s environment that prevent the agent from
exercising her abilities:

CDOB (d2). 𝑤 and 𝑎 agree in all agent-external facts at 𝑡𝑛−1 that
were causally relevant to 𝑥’s actual action at 𝑡𝑛.

Vihvelin (2013) proposes a modified account of narrow abilities that attempts
to solve the problems raised by Clarke (2009) and Franklin (2011) by intro-
ducing a proportion of success cases:

(LCA-PROP-Ability) 𝑆 has the narrow ability at time 𝑡 to do 𝑅 in
response to the stimulus of 𝑆’s trying to do 𝑅 iff, for some intrinsic
property 𝐵 that 𝑆 has at 𝑡, and for some time 𝑡′ after 𝑡, if 𝑆 were in
a test-case at 𝑡 and 𝑆 tried to do 𝑅 and 𝑆 retained property 𝐵 until
time 𝑡′, then in a suitable proportion of these cases, 𝑆’s trying
to do 𝑅 and 𝑆’s having of 𝐵 would be an 𝑆-complete cause of 𝑆’s
doing 𝑅. (Vihvelin 2013, 187)

Kittle (2015a) argues that this modified account fails because it attributes
to an agent abilities not relevant to free will. According to Kittle, Vihvelin’s
account has the following result: “When stood on the road miles from any
water, I am such that if I were in a test-case for my swimming abilities and I
tried to swim, then I would swim” (Kittle 2015a, 3031), but it would be wrong
to conclude that I was free to swim there and then.
Our account does not face this problem, because it specifies precisely which

situations are the test-cases: those that fit the conditions of CDOB.

7 Local Miracle Compatibilist Proposal

If the actual world 𝑎 is deterministic, the local miracle strategy allows us to
formulate the following conditions that have to obtain for CDO to be true
about a person 𝑥 in the actual world.

CDOM. 𝑥 could have done otherwise than 𝑃 at 𝑡𝑛 if 𝑥 does not-𝑃 at
𝑡𝑛 in some possible world 𝑤 that satisfies the following conditions:
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a. 𝑤 is governed by deterministic laws that are identical to the laws of 𝑎
except for the one local miracle mentioned in (b).

b. The pasts of 𝑤 and 𝑎 are identical until some past time 𝑡𝑚 (𝑚 < 𝑛) at
which a local miracle happens.

c. 𝑥’s personality frame agrees in 𝑎 and𝑤 at all times until 𝑡𝑛−1 and it does
not change between 𝑡𝑛−1 and 𝑡𝑛.

d. (1) 𝑥’s internal state at 𝑡𝑛−1 in 𝑤 differs from the corresponding inter-
nal state of 𝑥 in 𝑎 in regard to some FODs of 𝑥, in coherence with
𝑥’s personality frame, where

(2) 𝑤 and 𝑎 agree in all agent-external facts at 𝑡𝑛−1 that were causally
relevant to 𝑥’s actual action at 𝑡𝑛.

Explications CDOB and CDOM differ in conditions (a) and (b), but are the
same in (c) and (d).
Conditions CDOM (c) and (d) provide forward-looking restrictions on what

kind of miracles are allowed that are analogous to the backward-looking
restrictions of the backtracking analysis and are needed for the same reasons.
We have to exclude miracles that affect the agent-external facts in the actual
world at time 𝑡𝑛−1 (condition (d2)), since otherwise the counterfactual analysis
would be trivialized. Moreover, also within the miracle account, we need
to avoid an implausible conclusion that 𝑥 could have done something that
contradicts her personality frame. Indeed, imagine that Ann is sitting beside
an open window in a high building and thinking about the fine day that
awaits her. Can she freely jump out of the window for no particular reason?
Of course, there is a possible world where she does precisely that due to a
prior local miracle. But we would call such a situation a fluke, a random and
unhappy incident, and not a free action of Ann’s. The conclusion is that not
only should the miracles leave 𝑥’s actual personality frame intact, but also
they should not bring about any consequences that are inconsistent with 𝑥’s
personality frame. This requirement is captured by condition CDOM (d).
Condition CDOM (d) also captures rationality requirements. Consider Jane:

she is offered an apple and a pear and takes the apple. What has to be the
case for the sentence “Jane could have taken the pear” to come out true?
Presumably, a local-miracle compatibilist would not want to say that Jane
could have taken the pear if there is a possible world where Jane decides to
take the apple, but takes the pear instead, because of a prior miracle. This
analysis would show that Jane could have done otherwise only if she had
been irrational. It would not help much if a local-miracle compatibilist says
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that Jane could have taken the pear if there is a possible world where Jane
wants to take the apple, but decides to take the pear instead, because of a
prior miracle. This would also be irrational. Condition CDOM (d) provides us
with the analysis that states that Jane could have taken the pear if there is a
possible world where she forms a desire to take the pear, and takes it.
As the foregoing discussion shows, the conditions specifyingwhichmiracles

are acceptable for CDOM to be true about 𝑥 are very similar to the conditions
specifying which differences in the past states of the world are acceptable for
CDOB to be true about 𝑥.
Finally, our CDOM analysis of abilities solves the problem for the local

miracle compatibilism raised in Beebee (2003). Beebee argues that given the
interpretation of abilities that can be reconstructed from Lewis (1981), there
is no justification for the claim that the Weak Thesis is true, whereas the
Strong Thesis is false because the possible world closest to the actual world
where 𝑥 does otherwise might be the possible world where 𝑥’s act itself is a
divergence miracle. Our local miracle compatibilist proposal does not have
this problem, because condition CDOM (b) specifies that divergence of 𝑤 and
𝑎 happens at some past time 𝑡𝑚 earlier than 𝑡𝑛, so the local miracle cannot
be an action of 𝑥 at 𝑡𝑛, whereas conditions CDOM (c) and CDOM (d2) ensure
that this divergence could not have been an action of 𝑥 at some earlier time.

8 Indeterministic Compatibilist Proposal

In the previous sections we have shown how a philosopher can have a theory
of free will compatible with physical determinism. Thereby we have defended
free will against the objection based on the putative incompatibility asserted
by the CA. However, there are strong (though not decisive) arguments, based
on contemporary quantum physics, that physical determinism is probably
false. Prima facie, indeterminism seems to be a much easier way to refute the
CA and establish freedom in the sense of CDO, simply by denying premise
1. of the CA. However, free will sceptics argue that physical indeterminism
poses other threats to free will, namely, the problem of irrationality and the
problem of luck.
These problems arise for those libertarians who accept both the Fixity of

the Past and the Fixity of the Laws, and deny Determinism. The problem of
irrationality can be expressed as follows: in order to have free will at 𝑡𝑛, 𝑥must
be able to do otherwise than 𝑃 at 𝑡𝑛. 𝑥 is able to do otherwise at 𝑡𝑛 if there are
worlds with the same laws of nature and the same past up to 𝑡𝑛 where 𝑥 does
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otherwise at 𝑡𝑛. However, the same past up to 𝑡𝑛 contains all of 𝑥’s mental
states and dispositions, including all of her first- and second-order desires,
beliefs, deliberations and intentions (for short: deliberations) up to 𝑡𝑛. But if 𝑥
is in fact justified in doing 𝑃 at 𝑡𝑛 as a result of her prior deliberations, then in
other possible worlds she is acting irrationally when she performs not-𝑃 at 𝑡𝑛,
as in our example with Jane who forms the desire to take the apple, decides
to take the apple, but still takes the pear.
The standard libertarian response to this kind of worry consists in placing

indeterminism not between the decision and the act, but between the desire
and the decision, at some moment of deliberation when different motives
and desires are being considered by the agent (Kane 1999, 2011b; Mele 2006;
Ekstrom 2003).
This answer is good against the problem of irrationality. But it is not good

enough to solve the problem of luck. Libertarians insist that a radically free
act is never entirely determined by the past and the laws. No matter how
firmly an agent decides to do something, how good her reasons are, and how
strongly she wants it, she is free to do otherwise. This libertarian intuition
has a troubling consequence when formulated in terms of possible worlds.
Imagine that Mary, a libertarian agent, is considering whether she should
cheat. She weighs pros and cons, thinks carefully, decides not to cheat, and
acts in accordancewith her decision. But she could have done otherwise, given
precisely the same past up to 𝑡𝑛. Since everything about Mary is fixed right up
to 𝑡𝑛 after which either the situation 𝑤1 where she doesn’t cheat or 𝑤2 where
she cheats becomes actualized, it seems that if indeterminism obtains, then it
is simply a matter of luck whether Mary cheats or not. And if some outcome
is a matter of luck, it seems natural to say that the agent lacks control over
this outcome, and therefore lacks free will in performing it. Some libertarian
philosophers have devoted considerable efforts to address this problem (Kane
1999; Mele 2006). We claim that our indeterministic compatibilist account
provides a solution to it, based on the conditional analysis of “can”.7
If the world is indeterministic, the following conditions have to obtain for

CDO to be true about an agent in this world:

7 We call this account “indeterministic compatibilist”, and not libertarian, because, while it says
that indeterminism is compatible with free will, it doesn’t say that it is necessary for free will,
whereas libertarian accounts do so. All three accounts we propose in this paper are versions
of what Vihvelin calls “commonsense compatibilism”, the position which maintains that “we
actually have free will and that this is so regardless of the truth or falsity of determinism” (2013,
34).
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CDOI. 𝑥 could have done otherwise than 𝑃 at 𝑡𝑛 if 𝑥 does not-𝑃 at
𝑡𝑛 in some possible world 𝑤 that satisfies the following conditions:

a. 𝑤 and 𝑎 are governed by indeterministic laws that are identical.
b. The pasts of 𝑤 and 𝑎 are identical until some past time 𝑡𝑖 during 𝑥’s life

span (𝑖 < 𝑛) at which 𝑥 has spontaneously generated some counterfac-
tual FOD in world 𝑤.

c. 𝑥’s personality frame agrees in 𝑎 and𝑤 at all times until 𝑡𝑛−1 and it does
not change between the time 𝑡𝑖 and 𝑡𝑛.

d. 1. 𝑥’s internal state at 𝑡𝑛−1 in 𝑤 differs from the corresponding inter-
nal state of 𝑥 in 𝑎 in regard to some FODs of 𝑥, in coherence with
𝑥’s personality frame, where

2. 𝑤 and 𝑎 agree in all agent-external facts at 𝑡𝑛−1 that were causally
relevant to 𝑥’s actual action at 𝑡𝑛.

Explication CDOI differs from CDOB and CDOM in conditions (a), (b), and
(c), but is the same in (d). CDOI (b) resembles CDOM (b) because they both
hold the past fixed until a divergence happens. There are two important
differences between them: first, CDOI (b) allows divergence of worlds’ paths
without miracles. Second, time 𝑡𝑖 mentioned in CDOI (b) is restricted to 𝑥’s
lifespan: 𝑥 could not have generated a FOD before he came into existence,
whereas time 𝑡𝑚 mentioned in CDOM (b) could be a time point before 𝑥 is
born. However, time 𝑡𝑖 is not restricted to a short period between 𝑥 forming a
desire and 𝑥making a decision, as some libertarians argue in their solutions
of the luck problem (Kane 1999, 2011b; Mele 2006; Ekstrom 2003). While
CDOI (b) does allow 𝑥’s counterfactual FODs to be generated precisely in
that time period (between 𝑥’s desire and 𝑥’s decision to act), it also allows
for 𝑥’s counterfactual FODs to be generated earlier. This provides a weak
indeterministic position on an agent’s free will, which does not require that in
order for an agent to act freely an agent’s choice must not be determined right
up to the moment of the agent’s making a decision. An agent will also be free
even if he spontaneously generates a FOD sometime in the past, makes a plan
in accordance with the FOD, and sticks to the plan. Thus, CDOI seems to be
a formal analysis capable of incorporating the intuition that sometimes we
are really determined to do what we are doing because of the FODs we had
some time ago, but we are nevertheless free because these FODs could have
been different. However, what has to be required is that 𝑥’s personality frame
does not change in both worlds between the time 𝑡𝑖 at which 𝑥 spontaneously
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formed the FOD causally relevant for his counterfactual FOD in world 𝑤
at time 𝑡𝑛−1 and time 𝑡𝑛. CDOI provides a solution to the problem of luck
similar to that of CDOM without presupposing determinism. According to
CDOI, how 𝑥 acts is not entirely determined by 𝑥’s past and laws of nature.
But it is not a matter of luck, because not every nomologically possible action
could have happened with a corresponding probability, e.g., that the agent,
instead of visiting his mother, could have killed his mother or ignored her for
the next few months. Exactly that is afforded by our condition CDOI (d) since
it excludes all actions incoherent with 𝑥’s personality frame. In other words,
only actions coherent with 𝑥’s personality frame are allowed. Therefore, it is
no longer a matter of luck how 𝑥 acts, although it is not determined either,
because we are assuming indeterminism.
In conclusion, if physical indeterminism obtains, and spontaneous will-

forming processes do indeed occur in our brains, then we claim that CDOI is
the correct analysis of alternative possibilities necessary for free will. On the
other hand, if physical determinism obtains and spontaneous will-forming
processes do not occur in our brains, then CDOB or CDOM can do the job.
Either way, there is no reason to think that we need to know the truth about
fundamental laws of physics before we can assert that some agents could have
done otherwise.

9 Conclusion

We have provided a new account of free will, based on a conditional analysis
of agents’ abilities to do otherwise combined with sourcehood components.
It allows alternative possibilities whether determinism or indeterminism
obtains, and makes use of Frankfurt’s psychological approach. Our proposal
has three advantages:

1. It answers the objections against other versions of conditional analysis
of “can” by demanding coherence of what one can freely do with one’s
personality frame, CPF. This allows us to analyze situations of coerced
or irrational actions in an intuitively plausible way.

2. It is compatible with three metaphysical background assumptions:

(i) determinism with backtracking
(ii) determinism with local miracles and
(iii) indeterminism.
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3. It is immune to the consequence argument and also solves the luck
problem.

Our account meets the intuitions behind the classical compatibilist approach,
the sourcehood compatibilist approach, and the leeway libertarian approach.
It is also not vulnerable to either the CA, which, according to a received
opinion in the contemporary free will debate, is one of the most pressing
worries for the compatibilists, or to the luck problem, which, according to
another received opinion in the contemporary free will debate, is one of the
most pressing worries for the libertarians. Therefore, it has the merits of both
of these positions without having their drawbacks. Finally, our account of
free will is naturalistic, because it is compatible with any answer that the
fundamental physical theory can give to the question of determinism. Free
will is real, and some agents have it, whether our world is fundamentally
deterministic or not.*
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Neopragmatist Inferentialism and
the Meaning of Derogatory Terms

—A Defence

Deborah Raika Mühlebach

Inferentialism seems to be an unpopular theory where derogatory terms
are concerned. Contrary to most theorists in the debate on the meaning
of derogatory terms, I think that inferentialism constitutes a promising
theory to account for a broad range of aspects of derogatory language use.
In order to make good on that promise, however, inferentialism must
overcome four main objections that are usually raised against Michael
Dummett’s and Robert Brandom’s inferentialist explanations of deroga-
tory terms. This paper aims at debunking these objections and thereby
further developing the inferentialist interpretation of derogatory terms. I
shall first discuss and reject three of the objections by pointing to the core
assumptions of Brandomian inferentialism. Overcoming the fourth ob-
jection requires adjusting Dummett’s and Brandom’s explanation of the
meaning of derogatory terms. In order to do so, I shall elaborate on the
role that the explication of implicit material inferences plays with regard
to different kinds of derogatory terms. The inferentialist account I am
proposing fares better in terms of its explanatory power and broadness
of application than Dummett’s and Brandom’s sketchy and oft-criticised
views.

1 The Dismissal of Inferentialism for Derogatory Terms

Within philosophy of language, slurs have recently entered the limelight.
Slurs are commonly seen as a highly offensive form of derogatory terms. They
derogate their targets by virtue of some perceived membership in a social
category pertaining to nationality, gender, sexual orientation, race, ethnicity, or
religion which is valued negatively. Slurs are both pejorative and derogatory
terms. The more general notion of pejorative terms additionally includes
words that target people based on individual characteristics or single actions,
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for example, “jerk” and “arsehole”. These terms are pejorative in the sense
that in our discursive practices, we treat them as offensive. The notion of
derogatory terms as I use it, refers to terms that structurally derogate their
targets, i.e. they are part of and contribute to oppressive social structures.1 In
this paper I aim to focus on structurally derogating terms in the first place.
I shall also talk about the offensiveness of slurs and pejoratives. This broad
scope allows me to look into mechanisms of change whenever implicitly
derogatory terms turn into slurs.
Inferentialism is unpopular where derogatory terms are concerned. Few

advocate it to explain the derogatory force of such terms, the variation of
force among them, their potential change of meaning over time, or why their
derogatory force can be independent of the speaker’s intentions. Inferentialist
accounts of these phenomena tend to be quickly dismissed, and consequently,
there has not yet been much discussion about the extent to which inferential-
ism is capable of explaining other important aspects of derogatory language
use. I think that the rejection of inferentialism is too quick; better than any
other theory of derogatory terms, it explains the direct connection between
the meaning of our terms and the broader practices in which they are used
without losing sight of the semantic differences among various similar terms,
such as “sl·t”2 and “wh·re”.3 An inferentialist account of derogatory terms
needs to prove its worth on two fronts: on the one hand, of course, it needs
to live up to the constructive task of accounting for various features of such
expressions; but it also needs to be able to withstand pressure from a variety
of objections that have been levelled against inferentialism—objections that

1 For a detailed discussion of this distinction see Mühlebach (2023a).
2 In what follows, I introduce “·” whenever I use a derogatory term or concept as an example which
I do not consider to be part of my vocabulary. Even though certain uses and certain mentions of
derogatory terms function non-derogatorily if the context of the utterance makes it sufficiently
clear that the speaker does not utter the term in an endorsing way, the mere appearance of
derogatory terms may trigger memories of violence. Thus, not semantic but broader political
reasons lead me to not spell out the derogatory terms whose content I do not endorse.

3 For example, like perspectivalism (Camp 2013), it accounts for the systematicity of whole per-
spectives in terms of practical commitments. However, Camp only takes into account whole
perspectives without allowing for commitments to specific assertions. Inferentialism, by contrast,
preserves the difference between terms such as “sl·t” and “wh·re” which involve the same per-
spective, but slightly differ in meaning. Whilst both signal the allegiance to a sexist perspective,
or even more specifically, the commitment to the claim that the target enjoys sex with too many
people, only the latter additionally includes the commitment to a claim about the venality of the
target. Explaining the meaning of these two terms only by pointing to a sexist perspective misses
the difference in meaning.
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have so far proven influential in putting people off inferentialist accounts of
slurs.
It is this second, defensive task that I want to tackle in this paper. I leave

the constructive task to another paper (Mühlebach 2023b), where I show
how inferentialism can account for various distinctive features of derogatory
terms, including notably their derogatory (as distinct from their offensive)
force which is relatively autonomous from the speaker’s intentions and the
target’s actual feeling of being hurt, the variation of this force among different
derogatory terms, the semantic dimension of appropriated uses of deroga-
tory terms by the target group, the fact that in some specific occurrences,
the derogatory force of a term scopes out of its embedding, as well as that
there are non-appropriated, non-derogatory uses of derogatory terms. Among
other things, I argue there that structural derogation involved in derogatory
language use is politically more pressing than its offensive potential, that the
inferentialist framework does not impose one specific linguistic mechanism
onto every type of derogatory expression but allows for various mechanisms
to serve as the explanation of different phenomena of derogatory language
use,4 that appropriation by the target group involves semantic change, and
that non-appropriated, non-derogatory terms, as well as the scoping out of
embeddings, is best explained by making use of the inferentialist distinction
between practical endorsement/non-endorsement of inferentially structured
commitments, rather the mention/use distinction. But such a positive ac-
count, however elaborate, is only as robust as the inferentialist foundation
it is built on. One also needs to do the negative work of showing that this
foundation does not crumble under the weight of the major objections to it.
It is therefore to such a defence of inferentialism that I now turn.
The aim of this paper is to deflect the four main objections raised against

an inferentialist theory of derogatory terms. This involves adjusting and fur-
ther developing Dummett’s and Brandom’s explanation of the meaning of
derogatory terms so that it applies to a broad range of such terms. Accounting
for the meaning of derogatory terms in this new way has three advantages:
firstly, it enables us to understand using explicitly derogatory and implicitly
derogatory terms as two distinct practices, and it explains the workings of

4 For example, it highlights the importance of stereotypical ascriptions as a whole set of (practical)
commitments if an expression makes use of a stereotype (such as in “French shower”). Within a
broad inferentialist framework we can also make sense of changes in meaning and force over
time and explain how formerly pragmatic mechanisms such as derogation through metaphorical
force may turn the semantics of a derogatory expression.
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each. This explanation amounts to situating different kinds of terms on a
continuum between explicitly derogatory and purely descriptive terms, which,
as I will argue, is crucial to understanding how and why the meaning and
force of derogatory terms may change over time. Secondly, and contrary to
most theories of derogatory terms, including Dummett’s and Brandom’s, it
provides a general explanation of all kinds of derogatory terms, including
gendered, racial, religious, ableist, homo- or transphobic derogatory terms, as
well as terms for individual behaviour (“arsehole” or “jerk”). And thirdly, it
suggests why criticising derogatory language use by merely making explicit
the pernicious inferences that it licenses, oftenmisses the point of the practice
of using explicitly derogatory terms.5
My negative account complements Lynne Tirrell’s (1999) inferentialist view

of broader communicative situations in that it shows how such a framework
affects how we need to model the semantics of derogatory terms more nar-
rowly. Moreover, it differs significantly from Daniel Whiting’s (2008, 2013)
view which combines inferentialism with conjunctive non-cognitivism, since
my paper clears the path for a full-blown account of themeaning of derogatory
terms that does not resort to an additional theory in order to account for dero-
gation through language use. Finally, Esa Dıáz-León (2020) aims to defend a
semantic strategy by presenting an inferentialist version of Christopher Hom’s
semantic externalism (Hom 2008, 2012). I take her view to fare better with
regard to several objections that have been raised against truth-conditional
content views (e.g. Cepollaro and Thommen 2019). However, since her view
imports inferentialist ideas into the truth-conditional paradigm, I do not con-
sider it to be a neopragmatist inferentialist account of derogatory terms as I
defend it here.6

5 The same holds for merely challenging or blocking conventional or conversational implicatures
and presuppositions in a specific speech situation.

6 Inferentialism turns the truth-conditional programme upside down by not starting off from
reference, but rather from inferentially structured social practices and ultimately explaining
reference through inference. Current truth-conditional accounts generally base their theories
on the assumption of there being a neutral counterpart to every slur. According to these views,
the counterpart and the slur share the same reference. As I have argued elsewhere (Mühlebach
2021), this leads them to ignore a broad range of derogatory terms that lack such a counterpart.
Moreover, where prima facie applicable, these counterparts are themselves often so complex that
the assumption of them being neutral is not true at best and morally highly problematic at worst.
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2 Common Objections to the Inferentialist View

Inferentialism receives its name from the assumption that the content of a
concept is determined by its inferential relations to other concepts. Concepts
are expressed by terms, but a specific term may be ambiguous so that it
expresses more than one concept (e.g. “light”) and a specific concept may be
expressed by different terms (e.g. “red”, “rot”, “rouge”). Thus, two tokens of the
same term differ in meaning if they express a different concept.7 In Brandom’s
pragmatist understanding of semantics, the picture of the inferentialist theory
of meaning looks roughly as follows: the meaning of a sentence is determined
by the role this sentence plays in the practice of making assertions and giving
and asking for reasons. Furthermore, the meaning of a word or an expression
is determined by the roles it can play in the assertions of this practice. For a
broader understanding of linguistic meaning, we must of course consider a
variety of pragmatic moves we can make in and with our speech acts, but as
far as semantics are concerned, inferentialism confines itself to the practice
of making assertions.8
Making assertions and giving and asking for reasons is a social practice that

is modelled as a deontic scorekeeping game with different parties. It involves
ascribing commitments to other parties as well as undertaking commitments
oneself. The most important rule governing such a practice or game is that
by making an assertion, you as the speaker undertake the responsibility to
provide reasons for your utterance in case you are challenged by a hearer.
For the whole practice to work, the different parties involved in this game
keep score of both their own commitments and the commitments of the other
speakers.
The different sentential roles that an assertion9 can play depend on the

inferential relations of this sentence to other assertions according to the con-

7 In what follows, I shall often use the expression “conceptual norms of discursive communities”
in the sense in which conceptual and discursive norms are strongly connected with each other.
Linguistic norms govern the use of terms which, in turn, express concepts that are expressed by
these terms and are governed by the conceptual norms of the discursive community.

8 Jennifer Hornsby’s (2001, 138) objection that the inferentialist model cannot capture how indi-
vidual speakers use the derogatory term in a particular occasion is misguided. Inferentialists do
not hold that particular instances of (derogatory) language use can be explained on the grounds
of semantics alone. But if we want to understand why certain words are so apt to be used as
weapons while others are not, it is helpful to have a look at their semantics, too.

9 For Brandom, commitments come in the form of assertions, but there are other accounts of
inferentialism such as Daniel Whiting’s (2007, 2013), which takes non-propositional attitudes to
play a similar role in the game of giving and asking for reasons, at least in some cases.
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ceptual norms of the discursive community (for the following, see Brandom
1994, 157ff.).10 These relations come in two different forms—in the form of
commitment-preserving inferential relations, and entitlement-preserving infer-
ential relations. As far as the commitment-preserving inferential relations are
concerned, as an utterer of an assertion I am committed to further assertions,
the so-called concomitant commitments. Take the following assertions:

(1) New York is to the East of Paris.
(2) Paris is to the West of New York.
(3) New York is not to the East of Paris.

If I claim (1), I am concomitantly committed to assertion (2), because accord-
ing to the conceptual rules of the English-speaking community, these two
assertions stand in a commitment-preserving relation to each other.11
Entitlement-preserving inferential relations, by contrast, do not compel

commitments. Whenever I am entitled to make an assertion, i.e. my asser-
tion is taken to be true by other scorekeepers, I am thereby also entitled to
commit myself to the claims that materially follow from my assertion.12 My
entitlement to the claim “This is a dry, well-made match” entitles me to be
committed to the further claim “It will light if struck.” I do not have to be so
committed, however, because my first assertion is compatible with the claim
“The match is at such a low temperature that friction will not succeed in
igniting it” (see Brandom 1994, 169). The interplay of commitment-preserving
and entitlement-preserving relations can be put in terms of material incom-
patibility: being committed to assertion (3) from above, which is incompatible
with (1), precludes me from being entitled to claim (2).

10 For reasons of simplicity, I only talk about the discursive community and its practical and
conceptual norms here. However, our societies consist of several discursive (sub-)communities
with somewhat different social practices and, hence, different practical and conceptual norms.
Elsewhere (Mühlebach 2021), I model them as communities of practice (cf. McConnell-Ginet
2011; Anderson 2018) and, by the example of the race term “black”, I argue that some of the
political disputes among different communities of practice amount to semantic contestations of
specific terms.

11 Lynne Tirrell (1999, 146ff.) distinguishes between three kinds of commitments: assertional, refer-
ential, and expressive commitments. Although the referential and the expressive commitments
are semantically reducible to the basic assertional commitments, distinguishing them becomes
relevant as soon as we establish a broader inferentialist theory of communication which involves
the possibilities of criticising or challenging language use.

12 Brandom’s inferentialism concerns material rules (material inferences, material incompatibil-
ities), and not just formal rules. These material rules depend on the content of the concepts
involved.
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The description of the inferential relations I have given so far highlights the
intrapersonal or, according to Brandom, the intercontent dimension of these
relations because the change of normative statuses (commitment/entitlement)
produced by an assertion has consequences for the persons already committed
or entitled to the claim in question. If I make an assertion, I present it as a
reason for other assertions. By putting it forward as a premise from which
other assertions can be materially inferred, I change the landscape of further
claims I am committed to. Similarly, an assertion that is uttered changes the
landscape of additional claims that everyone who is entitled to the assertion
in question is now also entitled to.
However, the inferential relations are interpersonally significant, too. This is

where entitlement-preserving relations become especially relevant. If I assert
claim (1), I am thereby committed to sentences such as (2) which, according
to the conceptual norms of my discursive community, stand in a commitment-
preserving relation to (1). In undertaking this commitment, I license or entitle
others to attribute that commitment to me. I license them to assume that I
endorse both my assertion and the further claims that can be inferred from it.
Moreover, I entitle my listeners and others to reassert my assertion, as well as
the claims that follow from it.
Inferentialism is often taken to model linguistic exchanges as a rational, co-

operative enterprise that is confined to propositional content. This view, how-
ever, misses a major part of the inferentialist theory. Inferentially structured
propositions are an important part of the inferential web of commitments,
but so are non-verbal perceptions and actions. The latter are a part of this
web as so-called language-entry and language-exit transitions (see Brandom
1994, 233–234). According to the first, verbal claims cannot only be made in
response to other verbal claims but also in response to non-linguistic, per-
ceptible circumstances. With regard to the second, non-linguistically acting
in response to some verbal claim is as much a possible move in the game of
giving and asking for reasons as responding by making another claim. For
example, cordially hugging somebody right after calling her a b·che are two
moves that are as incompatible with each other, just as calling someone a
b·che and saying what a lovely person they are would be.13
In amore general vein, inferentialists think of semantics in pragmatic terms:

sentences are meaningful in the practice of making assertions and giving and

13 This does not apply to reclaimed uses by the target group. According to the inferentialist view, the
reclaimed term “b·che” would express a concept different from the derogatory “b·che” because it
would license significantly different inferences.
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asking for reasons. Making assertions includes much more than producing
meaningful sound. It involves speakers and hearers both perceptively reacting
to the world in accordance with the assertions that are made in this practice
and acting upon them correspondingly. This whole practice of making asser-
tions, in turn, is only meaningful as a practice in a broader communicative
context. Our broader social norms enable and constrain which conceptual
norms our discursive community abides by. The social embeddedness of terms
becomes especially important in the case of verbal derogation. A whole set
of propositional and practical commitments and, in consequence, the whole
social practice surrounding the use of a specific term produce the derogatory
force of this term.
Derogatory terms are based on, contribute to, and reinforce social struc-

tures of oppression. Social oppression occurs if, through everyday habits and
practices, certain people are being systematically disadvantaged and treated
unjustly (see Young 1990, chap. 2). Oppressive social structures facilitate or
even call for derogatory expressions to name the vertical differences produced
by these structures. Such terms, in turn, reinforce these structures: because
our discursive practices are inferentially structured, the use of such terms
licenses further oppressive speech and action if it is not effectively counter-
acted.14 Note that negative evaluations do not per se contribute to oppressive
social structures. Some of them are legitimate and harmless, and some are still
treated as offensive. Terms that involve legitimate negative evaluations that
are treated as offensive are pejoratives. In an egalitarian society there could be
pejoratives, but no derogatory terms. However, given that social oppression
is so pervasive and multidirectional, it is more than unlikely that egalitarian
societies, and thus societies without derogatory language, will ever exist.
Inferentialist approaches to the meaning of derogatory terms are neither

new nor undisputed.15 Many contemporary contributions to the discussion
on the semantics and pragmatics of derogatory terms take inferentialism into
account, but most of them limit themselves to criticising some of its alleged
core assumptions. I take the main objections to be the following four:

(i) Understanding without endorsement: Listeners are able to understand
sentences that contain derogatory terms even if they do not (morally)

14 For a compelling example, see Tirrell’s (2012) discussion of language in the Rwandan genocide.
15 Dummett (1973) uses one example of derogatory terms, Brandom (1994, 2000) adopts it and

explains its most basic semantic workings, and Tirrell (1999) develops an account of derogatory
speech situations that draws on an inferentialist vocabulary but is not itself semantic.
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endorse the inferences that have to be drawn from the utterance of these
sentences. Inferentialism cannot explain this condition.

(ii) Overdemandingness: Inferentialism seems to overlook the fact that big-
oted as well as non-bigoted speakers understand a derogatory term
before or even without knowing most of the inferences that arguably
need to be drawn from its use.

(iii) Inability to explain variation in force: There are subtle differences in
pejorative force between different derogatory terms. Inferentialism fails
to explain this complex variation of pejorative force, because we cannot
assume that competent speakers have knowledge of all the properties
that inferentialism takes to be semantically relevant.

(iv) Indeterminate reference: Inferentialism faces difficulties in explaining
the route from inference to reference when it comes to sentences con-
taining derogatory terms.

As I shall show, the first three objections all call for similar explanations. They
can be met by pointing to the inferentialist’s core assumptions. The fourth
objection, however, requires some extra theoretical work.Whilst objection (iii)
applies to slurs or pejoratives specifically, objections (i), (ii), and (iv) concern
the inferentialist picture in general. By deflecting these objections, I aim to
defend inferentialist semantics in general, and I show that this is helpful in
order to understand how the derogatoriness of terms may change over time.

3 Meeting the Objections

3.1 Understanding Without Endorsement

Timothy Williamson observes that “we find racist and xenophobic abuse
offensive because we understand it, not because we fail to do so” (2009, 141).
According to him, inferentialists are not able to explain this. According to
Williamson, Dummett believes that speakers and listeners understand the
concept B·CHE iff they are disposed to draw inferences according to the
following introduction and elimination rules:

B·che-Introduction: B·che-Elimination:

𝑥 is a German 𝑥 is a b·che
𝑥 is a b·che 𝑥 is cruel
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These rules specify the term’s inferential role in a specific language by
using the vocabulary from this language without the term in question. The
introduction rule states under which circumstances it is appropriate to apply
the term in question. The elimination rule, in turn, states the consequences
of applying the term. Hence the rules show how the term in question can
be “introduced” to a language and then “eliminated” from its vocabulary so
that we get a picture of the term’s inferential role without resorting to the
term itself.16 Since, according to Williamson, non-xenophobic people who
are not willing to draw the inferences from the “b·che” rules nevertheless do
understand the term “b·che” perfectly well, he doubts that it is the disposition
to draw these inferences that makes speakers and listeners understand the
term.
This objection rests on two mistakes. First, inferentialists would not agree

with Williamson’s claim that non-bigoted speakers are not willing to draw
the relevant inferences. Being disposed to draw inferences is not a matter
of will. Rather, I fully understand a concept iff I know what inferences are
licensed by its use, i.e. iff I know which inferences are correct according to
the conceptual norms of the discursive community. The crucial question
with regard to derogatory terms is whether I think that the inferences which
are correct according to the conceptual norms of the discursive community
are also morally and epistemically correct. Williamson’s objection conflates
the two standards of correctness, the semantic and the moral and epistemic
standard. We evaluate somebody’s understanding of a term with reference
to the semantic standard of correctness, whereas the moral and epistemic
standard leads people to criticise the use of certain terms and to refrain from
using them. Understanding whilst refraining from using a term amounts to
both knowing the inferential role of the term in question and rejecting a whole
set of practices in which these inferences are treated as correct.
Thus, secondly, Williamson’s objection conflates understanding a concept

with using this concept. People can smoothly communicate even if they
have different moral and epistemic standards because understanding a term
does not necessarily imply endorsing its concomitant commitments, whereas
using it necessarily implies endorsement.17 Listeners may well know the

16 Dummett’s prime example is the introduction of the logical connective “&”: the introduction
rule for “&” is the transition from “p, q” to “p&q” and the elimination rule is the transition from
“p&q” to “p, q”.

17 This difference can also be stated in terms of attributing a commitment to another person vs. un-
dertaking or adopting the commitment oneself. See Brandom (2000, 169).
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inferences that can be drawn from assertions that involve the term “b·che”,
whilst refraining from endorsing some or even all of these inferences. If
a listener understands but does not endorse the assertion in question, the
utterer of the assertion is committed to the inference “𝑥 is more likely to be
cruel than other Europeans” while the listener is not. However, the listener
knows that the utterer is so committed. Yet the listener does not think that the
utterer is entitled to the inference, since the listener herself does not endorse
the inference. Thus, by using certain terms, the speaker is committed to the
inferences that must be drawn from the utterance in question and he entitles
his listener to draw these inferences, too. The listener, however, needs neither
to be committed to these inferences, nor must she think that the speaker is
entitled to draw these inferences if she does not endorse them.18 If the listener
does not endorse a certain inference, it is because she thinks that the inference
in question is not sound, i.e. the assertion that is supposed to follow is not
true and, in the case of derogatory terms, that it is morally and/or politically
problematic.

3.2 Overdemandingness

Critiques of inferentialism hold that it is far too demanding with regard to the
cognitive work speakers and listeners would have to undertake if they were
really committed to all the inferences ascribed to them. Take the British boy
Sebastian telling his friends in the aftermath of WWI:

(4) There are too many b·ches in town these days.

Some listeners of (4) may easily understand that Sebastian’s utterance is
derogatory without exactly knowing what claims he is thereby committed
to.19 The problem is best captured by Hornsby who already leads us partially
out of it:

18 As will become clear in my response to the objection of indeterminate reference, my version
of an inferentialist account views the introduction rules as they are stated here as incorrect.
According to the introduction rules that I will propose, my response to the understanding without
endorsement objection amounts to the following view: if a listener understands a term, they
know under which circumstances the bigoted speaker applies the term even if the listener thinks
that the conditions of application do not obtain. And the listener also knows what consequences
the use of the term will have even though the listener does not endorse these consequences. With
regard to many strongly derogatory terms, this view amounts to the null-extension view as it has
been proposed by Hom and May (2013, 2018).

19 See Jeshion (2013, 245) for a similar view.
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With enough hard work, a historically minded social theorist
might […] provide the inferentialist with materials to make ex-
plicit that which is to be treated as implicit in each racist word.
The question now is whether speakers themselves undertake com-
mitments, which the historian uncovers. The answer appears to
be No. […] We are trying to account for something readily picked
up by speakers of a certain social formation; and we have to allow
for the fact that racist and other derogatory words can be passed
on quite easily. If speakers’ involvement with the ideology went
as deep as it would need to in order to be implicit in their very
use of words, then common understandings would be difficult to
preserve. (Hornsby 2001, 137)

In short, the worry is this: there is a basic understanding of terms prior to
many inferences we might draw from their use.
Two things have to be noted here. First, Hornsby confounds the inferen-

tialist’s use of “commitment” with an internalist understanding of “speaker
meaning”. Which claims the utterer of (4) is committed to, is not a question of
conscious inferences made by the speaker in the first place, but a question of
the term’s inferential role in a discursive community. According to the infer-
entialist view regarding derogatory terms, it is indeed the case that historians,
social scientists, and people with a sense of social mechanisms are the ones
most likely to uncover the commitments of speakers in a discursive commu-
nity. Only by making the commitments that are implicit in our discursive
practices explicit do we see whether our commitments correspond to what
we think we are saying. Sometimes our conceptual commitments are not so
much in agreement with what we mean to say.
This, however, might give us an awkward picture of concept use in everyday

communication. How should people understand each other if they do not
know any of the important inferences to which they are committed? Thus, the
second point is that conceptual understanding comes in degrees. If Sebastian’s
listeners do not take him to be committed to any of the assertions he is actually
committed to, we would simply say that they do not understand the concept
B·CHE at all. As soon as the listeners have some grasp on the basic inferences,
they understand that the utterance is derogatory. In that case, however, they
have a very poor understanding of the concept of b·che. They are not able to
see that the alleged despicableness is explained by the likeliness to be cruel
and not, for example, by some ascribed special visual appearance. A simple
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distinction between understanding a concept and not understanding it is
untenable. Various people are in different states of conceptual competence
with regard to different concepts, but the difference between those states is
not a distinction of kinds, but of degrees (Brandom 1994, 120).20 The more
inferential roles of a concept I know, the richer my understanding of the
concept in question is. And the richer my understanding of the concept I
use is, the more I move away from merely deploying a randomly picked up
concept towards using it with the explicit knowledge about my linguistic and
extra-linguistic commitments that come along with it.
It is certainly a helpful first move to attend to degrees of understanding in

order to account for different understandings of derogatory terms by different
people. However, we need not forget that slurs are part of politically relevant
language use. Since politics are about collectively negotiating (social) reali-
ties, the contents of words that name these realities are often part of these
negotiations, too. It is a constitutive part of such language use that people
might disagree about correct uses in general or in different contexts. Thus the
political complexity of such terms sometimes runs contrary to the interest of
philosophers of language in always exactly determining the truth conditions
of a sentence, or the exact set of inferences that come along with an assertion.
Moreover, the underlying complex and dynamic social structures of deroga-

tory language use make it likely that many derogatory concepts function as
cluster concepts, as has been suggested by Croom (2011, 353ff). With regard
to the term “ch·nk”, for example, a full understanding of the term does not
involve knowing about the long list of all the stereotypical ascriptions for
Chinese people, such as being slanty-eyed, devious, good at laundry, etc., but
contextual norms make it clear which parts of the whole set are relevant to a
specific speech situation. However, stereotypes of a social group often system-
atically hang together and are part of a whole set of social meanings that affect
the meaning of a term in a specific context (see Mühlebach 2022). Language
users who are aware of the connections between these social meanings might
well be taken to possess a deeper understanding of the terms they use than
those who are not.
I have argued elsewhere that inferentialism is in a good position to account

for the social complexities of such words (Mühlebach 2021). For example, it
allows for different communities to have different uses of a specific term, as

20 Cf. Higginbotham (1998, 149ff.) for a helpful distinction of different states of conceptual compe-
tence.
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Luvell Anderson (2018) has argued regarding the n-word. Moreover, inferen-
tialism provides the resources to theorise about the power relations among
these communities and how these affect the meaning of such terms. As I
have shown, that is true even if we take many slurring concepts to function
as cluster concepts.

3.3 Inability to Explain Variation in Derogatory Force

Hom worries that inferentialism cannot explain why “speakers have a pretty
good understanding of the lexical, negative ordering of slurs (e.g. the n-word
is worse than ‘ch·nk’ is worse than ‘l·mey’, etc.)” (2010, 175, “·” added by
the author). Since the list of licensed inferences would need to distinguish
properties in very subtle ways and we cannot take competent speakers to have
knowledge of all these properties, inferentialists are not able to explain the
difference in force between, say, the n-word and “ch·nk”.
Hom’s insights into the variation of force are important, but, as I shall argue

here, the variation can be equally accommodated by inferentialist semantics.
In Hom’s view,

the derogatory content of an epithet is semantically determined
by an external source. The plausible candidates for the relevant ex-
ternal social practices that ground the meanings of racial epithets
are social institutions of racism. […] An institution of racism can
be modelled as the composition of two entities: an ideology, and
a set of practices. (2008, 430–431)

If we state Hom’s claims in inferentialist terms, his explanation of deroga-
tory force fits well into the broad inferentialist picture provided by Brandom
or Tirrell. In a pragmatist understanding of inferentialism, the meaning of
a term is determined externally through the inferences that are treated as
valid by the discursive community.21 Recall my sketch of the inferentialist
framework called deontic scorekeeping from above: the content of a term is
determined by the term’s inferential role in the game of giving and asking
for reasons. The parties involved in this game keep score of what the other
parties and they themselves are committed and entitled to. Every assertion

21 Note that treating inferences as valid ones is not exhausted by those that are consciously treated
as such. Inferentialism leaves room for the fact that people, individually or even collectively, are
sometimes not aware of what they are doing. Explicating their implicit inferences amounts to
bringing these inferences to the realm of reasoning.
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that is made in this game alters the scores of the scorekeepers. In other terms,
every assertion changes the set of claims to which the parties involved in the
game are inferentially committed and entitled.
Scorekeeping is a social game.Which inferences count as correct depends on

the social norms of the discursive community. The stronger the racism against
a social group within a discursive community, the more numerous the racist
inferences that are licensed by this community, and the more pernicious. The
same holds true for sexism, xenophobia, and other discriminatory institutions.
While the war-experienced French community directly afterWWI would have
been likely to treat the inference from “𝑥 is of German nationality” to “𝑥 is
likely to be cruel” as correct, this is not what French communities would treat
as a correct inference today.
In Hom’s explanation of the force of derogatory terms, a set of specific

social practices and a web of negative ideological beliefs add up to the social
institution of racism. Since inferentialism not only includes propositional
commitments but extends to language-entry and language-exit transitions,
non-verbal perception and action, which are important for Hom’s view, are
not missing in the inferentialist account. Inferentialism captures the finely-
grained ordering of different derogatory terms by the set of commitments that
come along with these terms, and not by single inferences such as moving
from “𝑥 is a b·che” to “𝑥 is likely to be cruel.” The variation of derogatory
force is dependent upon the actual devaluation of the target in the practices
in which the expression is used.22 How strongly a target can be derogated
by the content of a concept depends on the power relations within a given
discursive community, i.e. on howmuch a target can be devalued according to
their social, economic, and cultural capital within the discursive community.
In cases of strongly derogatory terms such as the contemporary meaning of

the n-word, the set of commitments includes claims such as that black people
are inferior to white people, as well as practical commitments to treat black
people in dehumanising ways. Commitments are not necessarily consciously
held beliefs, but rather commitments that are operative in a given practice

22 Note that the offensive force and the derogatory of an expression are not necessarily the same.
Offensiveness tells us something about which utterances a discursive community treats as ap-
propriate, the derogatory force varies according to the actual devaluation of the target which is
operative in the economic, social, and cultural practices in which the use of the expression is
embedded. Elsewhere (Mühlebach 2021), I argue that criticism of language use often consists
in that a sub-group of a discursive community tries to make other members of the community
aware of the actual derogation involved in the use of a specific expression.
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and that can be made explicit if we try to rationalise the practice. As we know
from critical race theorists such as Linda Alcoff (2015), contemporary race
relations in Anglo-American countries are such that whiteness functions as
the unmarked norm whereas other races function as categories that deviate
from it.23 Thus, to date, the alleged inferiority of black people eventually
amounts to their alleged inferiority to the white race. As Alcoff shows, it is
a complicated question as to whether race relations can be transformed in
a way such that in a distant future, whiteness could simply be one category
among many others.
Given the role that the n-word historically played in practices of slavery,

lynching, and other types of inferiorisation and dehumanisation, and given
that the power relations between whites and blacks are still highly asymmet-
rical, the current use of the n-word still carries the weight of inferiorising
black people and licensing to treat black people cruelly. By contrast, the US-
American use of the term “l·mey”, which targets British people, licenses
inferences that are much weaker in their derogatory force. In the US, there
is no deeply rooted xenophobia against British people and there are no clear
hierarchical power relations in play on which a web of deeply pernicious
inferences could be based. If it is used at all, it licenses mocking behaviour of
the British stereotype.
With regard to two ormore expressions that target the same group of people,

their derogatory force may still vary. For example, even though the n-word
and “d·rkie” are both highly derogatory, the practices in which they have
typically been used differ. The former involves dehumanising, inferiorising,
and especially violent and cruel behaviour, whereas the latter also involves
inferiorising, but rather patronising than cruel behaviour. At least, that is true
for their historical use. The more they are used in the same practices and
in the same way, the more their derogatory force, as well as their meaning,
converges.

3.4 Indeterminate Reference

Both Williamson and Hom worry that the inferentialist faces the problem
of unfixed references when explaining the meaning of derogatory terms. By

23 Note, however, that this does not imply that whiteness is also unmarked for the ones who are
dominated by whites. Sara Ahmed rightly observes that “whiteness is only invisible for those
who inhabit it. For those who don’t, it is hard not to see whiteness; it even seems everywhere”
(2004)
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responding to their worry, I shall address their misunderstanding of Brandom
and Dummett: in the case of derogatory concepts they assume a symmetrical
relationship between introduction and elimination rules of concepts, whereas
BrandomandDummett take this relationship to be asymmetrical.My response
in this sectionwill be Brandomian in order to showwhat we are able to explain
with the help of classical inferentialism. In section 4, however, I shall point
to the limits of this Brandomian view, and in section 5 I shall show that the
distinction between explicitly and implicitly derogatory terms is crucial to an
explanation of meaning in derogatory language use.
Recall the explanation of a term’s inferential role in a game of giving and

asking for reasons. This role is best explained using a vocabulary from the same
language that does not contain the term itself. We introduce the term into this
language by stating the circumstances under which its application is appro-
priate (the introduction rule). And we state the consequences of applying the
term (the elimination rule). According to Dummett, the “b·che”-introduction
rule is the transition from “𝑥 is German” to “𝑥 is a b·che” and the elimination
rule is the transition from “𝑥 is a b·che” to “𝑥 is cruel.”Williamson’s andHom’s
objection rests on the principle according to which expression 𝐸 refers to 𝑋 if
“the hypothetical assignment of 𝑋 as the reference of 𝐸makes R(𝐸), [i.e. the
rules for the use of 𝐸] truth-preserving” (Williamson 2009, 143). Williamson
and Hom convincingly argue that there “is no determinate route from infer-
ence to reference” (Hom 2010, 175) because, according to the introduction
and elimination rules of “b·che”, there is more than one set of objects to which
“b·che” can refer.
Instead of spelling out in what ways the reference might be indeterminate,

let me note that the objection rests on the assumption that the relationship
between the introduction and the elimination rule of derogatory terms is sym-
metrical. However, both Dummett and Brandom treat derogatory sentences
as clear examples of an asymmetry between those two rules. The difference
between a symmetrical and an asymmetrical relation between introduction
and elimination rules lies in that only with regard to the latter, the elimina-
tion rule introduces new inferences which were not yet part of the web of
inferences that are relevant for the circumstances of application. Terms that
are stably institutionalised and not just about to change do generally have
introduction and elimination rules which are in harmony with each other,
i.e. they are symmetrical. If we introduce a new term into an existing language
and if its elimination rules are part of the web of inferences which already
determines the introduction rules, this is called a conservative extension (see
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Williamson 2009, 138–139). A non-conservative extension, by contrast, is built
on the asymmetrical relation between these rules. In this case, the elimina-
tion rule involves further inferences which have not been part of the web
of inferences relevant for the introduction rule yet. As we will see, concep-
tual changes in everyday language use and conceptual progress in science
are phenomena in which we are confronted with asymmetry between the
introduction and elimination rules.
The wide-spread confusion about symmetrical and asymmetrical intro-

duction and elimination rules in the case of derogatory terms makes the
indeterminate reference objection prima facie pointless because it targets a
view that neither Dummett nor Brandom adhere to. However, there is some-
thing peculiar about the fact that all critics of the inferentialist position who
are concerned with the reference problem take the introduction and elimina-
tion rules in the case of “b·che” to be symmetrical, even though Dummett and
Brandom clearly argue for their asymmetrical relationship. In the remaining
part of this paper, I shall explore in what ways this confusion can be made
fruitful to adjust Dummett’s and Brandom’s insufficient account of a broad
range of derogatory terms. Dummett and Brandom assign different roles to
the asymmetry of introduction and elimination rules with regard to “b·che”.
Take Dummett’s remarks on these rules first:

It [the distinction between introduction and elimination rules]
remains, nevertheless, a distinction of great importance, which is
crucial to many forms of linguistic change, of the kind we should
characterize as involving the rejection or revision of concepts.
Such change is motivated by the desire to attain or preserve a
harmony between the two aspects of an expression’s meaning. A
simple case would be that of a pejorative term, e.g. ‘B·che’. (1973,
454, “·” added by the author)

Claiming an asymmetrical relation of introduction and elimination rules with
regard to ‘b·che’ is to say that “𝑥 is likely to be cruel” stands in no inferential
relation to “𝑥 is German,” or put differently, “𝑥 is likely to be cruel” is not
part of the inferential web of assertions which is relevant for utterances of
the form “𝑥 is German.” In order to attain harmony between the introduction
and elimination rules, one of them, or both, have to be revised or the concept
needs to be rejected. Dummett thinks of B·CHE as an example of concepts
which need to be rejected for reasons of harmony: there is no way in which
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non-xenophobes would and should be licensed in drawing the inference from
“𝑥 is German” to “𝑥 is disposed to be cruel.”24
Brandom reminds us, however, that this lack of conceptual harmony can

be productive and does not lead to the rejection of concepts per se. According
to him, the lack of harmony between the introduction and elimination of
B·CHE is analogous to the lack of harmony in cases of conceptual change. A
prime example of conceptual change is GRAVITY before and after Einstein’s
theory of relativity. The Newtonian introduction rules were not in harmony
with the elimination rules anymore, as soon as Einstein put forward his theory
of relativity. The inferences of the elimination rule were not yet part of the
inferential web of the introduction rule. According to Brandom, B·CHEworks
similarly: “the problem with ‘B·che’ or ‘n·gger’ is not that once we explicitly
confront the material inferential commitment that gives them their content,
it turns out to be novel, but that it can then be seen to be indefensible and
inappropriate” (1994, 127, “·” added by the author).
Unfortunately, Brandom does not mention that in the case of GRAVITY,

the introduction rules do change once we accept the new consequences (or
elimination rules) that the application or use of this concept has, so that
introduction and elimination rules ultimately come into harmony again. The
concept of gravity could not be introduced with Newton’s criteria anymore as
soon as Einstein’s theory of relativity, which made explicit the new inferences
that had to be drawn from the use of this concept, was widely accepted. The
introduction rules of GRAVITYhad to be adjusted once the conceptual change
brought about by scientific progress had been made explicit.
The same applies to conceptual changes and conceptual clarification in

everyday language use. Take the example of RAPE. For a long time, there
was no way in which, according to the predominant linguistic culture, rape
could have happened between a married couple.25 It was only with the rising
awareness of women having sexual rights independently of their marital
status that non-consensual sexual activity towards one’s wife could be socially
and legally treated with the same consequences as non-marital rape. In order
to attain harmony between the introduction and elimination rules of RAPE,

24 Or, as Brandom’s (2000, 70) remarks on Oscar Wilde’s trials where he was accused of blasphemy
by the cross-examining Mr. Carson suggest, Wilde gave the only answer he could give by saying
“ ‘Blasphemous’ is not a word of mine.” For a more detailed description of the events of Wilde’s
trials, see Montgomery Hyde (1962, 121ff.).

25 Legal and dictionary definitions were such that “rape” applied only to a man’s penetrating a
woman who was not his wife. See McConnell-Ginet (2006).
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the former introduction rules had to be revised so that now, it is appropriate to
apply the term “rape” whenever sexual activity and usually sexual intercourse
without the other person’s consent is concerned, regardless of the relationship
between the persons involved.
If we take Dummett as seeing the difference between endorsing and reject-

ing inferences once they are made explicit, and if we take Brandom to agree
that in cases such as the conceptual change of GRAVITY, the introduction
rules had to be adjusted once the changed material inferences were made
explicit, their views on introduction and elimination rules do not differ sig-
nificantly. It can be formulated as follows: if the set of claims that are the
consequence of applying or using a concept is not yet part of the set of claims
that license the use of this concept, this is a non-conservative extension. Ac-
cording to this picture, GRAVITY and RAPE on the one hand, and B·CHE on
the other are examples of non-conservative extension with different moral
consequences. In the first case, making the (new) commitments explicit leads
to the revision of these concepts by adjusting their introduction rules. In the
case of the latter, making the commitments explicit and, as a consequence,
adjusting the introduction rules leads non-bigoted speakers to reject its use
altogether. In both cases Williamson’s and Hom’s worry does not apply any-
more. Once the introduction and elimination rules are in harmony again, the
reference is determinate.
The idea behind making explicit the material inferences that are implicit

in our discursive practices is the following: our language use is governed by
the conceptual norms that are embedded in our broader social practices. The
inferences that are licensed by our everyday use of concepts are material, not
formal inferences. With regard to many of our concepts it is not obvious what
the circumstances of their appropriate application and the consequences of
their use are. The point of explicating the inferences hitherto implicit in using
GRAVITY or RAPE, i.e. the claims to which we are committed according to
the conceptual norms of our discursive community, is to bring these implicit
inferences into the realm of reasoning. Once these commitments are on the
table, they can be criticised or justified, and the concepts can be rejected or
revised. In cases of revision, we adjust the introduction or elimination rules
so that they are again in harmony with each other, at least as long as further
relevant material inferences are made explicit.
There are several historical cases of derogatory language use in which

the explication of the formerly implicit inferences has led to a widespread
rejection of the concepts in question. Take CH·NAMAN and the US American
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use of OR·ENTAL as two examples of such implicitly derogatory concepts.
For a long time, their introduction rules were considered to be the moves
from “Chinese man” to “Ch·naman” and “person from a Near or Middle
Eastern country” to “Or·ental”. But their underlying social practices were
formed in such a way that most of their uses committed the speakers to
devaluating and exoticising inferences.26 Only with the rising awareness of
these underlying social structures was it possible to make explicit the formerly
implicit inferences. As many English speakers do not openly approve of the
devaluating and exoticising conceptualisation of people from China, Asia, or
the Near and Middle Eastern countries, the use of these terms has diminished
remarkably and so made room for alternatives such as “Chinese person”.27

4 Broadness of Application

Brandom holds that his remarks on the concept of b·che “should go overmu-
tatis mutandis for pejoratives in current circulation” (2001, 86). Moreover, he
thinks that what makes this French epithet fromWWI especially suitable for
semantic investigations is that “we are sufficiently removed from its practical
effect to be able to get a theoretical grip on how it works” (2001, 89). I doubt
that “b·che” does the work Brandom expects it to do. The explanation does not
generally hold true for all kinds of derogatory or pejorative terms such as “sl·t”
or “arsehole”, nor does this explanation help us understand the phenomenon
of explicitly derogatory terms, including “b·che” itself. Our temporal and
linguistic-cultural detachment from its usage inWWI, I contend, is exactly
the reason why it is difficult to understand the basic workings of this term’s
use.
A closer look at the practice of expressing explicitly derogatory concepts

suggests that not every derogatory concept is defective in the way Brandom
assumes and thus it is questionable whether we know enough about the
phenomenon of derogatory or pejorative terms in general if we understand the
way in which the concept B·CHE is defective. Our English vocabulary makes

26 See Stavroula Glezakos (2013) for an illuminating discussion of “Ch·naman”.
27 Contemporary examples of terms that are widely seen as purely descriptive, categorising social

terms are “woman” or “black person”. As feminist and critical race scholars show, however, their
use is still governed by more or less hidden sexist and racist practices. This does not mean that
they have to be rejected altogether, but rather that both a reconceptualisation and a change
of the underlying social structures are necessary—talking about persons-gendered-as-woman
and persons-racialised-as-Black is an example of the former; feminist and anti-racist political
contestations are examples of the latter.

doi: 10.48106/dial.v75.i3.05

https://doi.org/10.48106/dial.v75.i3.05


432 Deborah Raika Mühlebach

use of various kinds of derogatory terms targeting gender, race, ethnicity,
nationality, religion, sexual orientation, ability, physical appearance, single
actions, or patterns of behaviour. As sexism, racism, xenophobia, ableism,
homo- and transphobia are institutionalised differently, they come in different
forms and in different degrees of derogatoriness. In light of their variety,
the conclusion that derogatory or pejorative terms always express defective
concepts is too hasty.
Take, for example, the term “arsehole”. It is undisputed that this term

is a pejorative. Nevertheless, I am sceptical of both its derogatoriness and
defectiveness. If we take an utterer of “𝑥 is an arsehole” to be committed
to claims along the lines of “𝑥 arrogantly allows himself to enjoy special
advantages,” there is nothing defective to be found here. For if we follow
Aaron James (2012, 205ff.) in his analysis of “arsehole”, we see that the use of
the term is mostly gendered—hence the “allows himself” from above—in that
our unjust social arrangements make it possible mostly for men to arrogantly
allow themselves to enjoy special advantages. Thus, even though “arsehole”
is pejorative, i.e. we treat it as an offensive term, it is not derogatory. It is not
based on nor contributes to oppressive social structures. On the contrary, it
might even be a suitable means to point to behaviour that takes advantage
of unjust social structures. Moreover, although we might always be able to
put our message in a less forceful and more diplomatic way than by using the
pejorative term “arsehole”, it does not express a defective concept. All of the
inferences involved are valid.
However, many of the pejorative and derogatory concepts that are currently

in circulation are indeed defective, and thus Brandom’s analysis of B·CHE
might still prove valuable to understanding those. But even among the con-
cepts that license flawed inferences, we find a considerable number that do
not fit the model of “descriptive” circumstances of application and “evalua-
tive” consequences of use proposed by Brandom’s discussion of the B·CHE
example.28 Take the case of gendered derogatory terms such as “sl·t”, “b·tch”,
or “S·ssy”. Lauren Ashwell (2016) has argued that gendered slurs do not have
“purely descriptive” and unproblematic circumstances of application. The
circumstances of application of “sl·t”, for example, already contain the evalu-
ative description “𝑥 has sex with too many partners.” If we follow Ashwell,

28 Brandom notes that “[a]lthough they are perhaps among the most dangerous, highly charged
words—words that couple ‘descriptive’ circumstances of application with ‘evaluative’ conse-
quences of application—they are not alone in incorporating inferences we may need to criticize”
(2001, 87).
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our everyday language does not seem to provide any non-evaluative way of
picking out who the target of the assertion “𝑥 is a sl·t” is.29 Thus, Brandom’s
explanation of the “b·che” case does not seem to apply to gendered derogatory
terms, either.
The non-applicability of Brandom’s explanation of “b·che” to other common

derogatory terms such as “arsehole” and “sl·t” calls for a re-examination of
his account of derogatory terms. Its fruitfulness for understanding cases such
as “Ch·naman” and “Or·ental” notwithstanding, it does not fully apply to
the phenomenon of explicitly derogatory terms such as the n-word, “sl·t,”
“ch·nk”, “k·ke”, or “arsehole”. Moreover, it even does not rightly capture the
case of “b·che” because it conflates two distinct practices—the use of explicitly
derogatory and the use of implicitly derogatory terms.

5 Implicitly vs. Explicitly Derogatory Terms

As discussed above, terms such as our historical examples “Ch·naman” and
“Or·ental” have not always been considered pejorative. They were institution-
alised within the English-speaking discursive community, which has been
dominated by white people, in a way that has treated them as purely descrip-
tive terms. However, the dominant use of these terms functioned derogatorily,
and with the rising awareness of the devaluating and exoticising conceptu-
alisation of Ch·namen and Or·entals, the formerly implicit inferences could
be made explicit. By bringing them into the realm of reasoning, people had
to take a stance by either openly committing themselves to pernicious infer-
ences or by refraining from using the terms and engaging in practices of using
alternative terms. The terms that philosophers of language are usually con-
cerned with, by contrast, are explicitly derogatory terms such as the n-word,
“sl·t,” “ch·nk”, or “k·ke”. To say that these are explicitly derogatory terms is
to say that their use is put under strict social constraints and that more or
less competent English speakers know that by using them, they are strongly
derogating their target. The way in which these terms are used among bigots,
or to hurt somebody, and the way their use is sanctioned suggest that users of
such terms know both that and in what sense these terms are derogatory.
If people roughly know about the that and how of the derogation involved,

the main inferences that have to be drawn from the use of derogatory terms

29 Note that if we find a non-evaluative description, such as in a sociological or meta-language
vocabulary, for some gendered slurs, then the objection of indeterminate reference, as it has been
raised in the case of “b·che”, could be raised against the case of the respective gendered slur.
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are explicitly available in the realm of reasoning. Whilst in the case of other
politically significant terms such as our historical example “Ch·naman” and
contemporary uses of “woman”, “disabled”, or “immigrant”, we still need
to work out in what relation to derogatoriness these stand, the use of the
n-word, for example, is institutionalised in a way in which people who use
it both know that it is not used synonymously with “black person”, and that
to call people that term is to ascribe racial inferiority to them and not, for
example, the predisposition to cruelty. Similarly, competent French speakers
in the period surrounding WWI knew that with the use of “b·che” they were
derogating their target because of the (alleged) predisposition to cruelty and
not because of a physical appearance held to be different from a specific norm.
And competent English speakers know that with the term “sl·t”, they are
derogating their target because of (a behaviour that indicates) having sex with
too many partners and not because of being too assertive.
But if we take the main inferences that are licensed by the use of explicitly

derogatory terms to already be more or less explicit, this affects the introduc-
tion rules of the terms in question. There is no reason as to why the cases
of the n-word, “ch·nk”, or “b·che” should be different from making explicit
the inferences with regard to the concepts of gravity, temperature, and rape.
Recall the case in which the changed consequences of the use of GRAVITY
have been made explicit once Einstein’s theory of relativity was fully estab-
lished. By accepting these new consequences of use, the circumstances of
application had to be adjusted, too. To continue with introducing the concept
of gravity with Newton’s old criteria, which are not in harmonywith Einstein’s
consequences of use, is pointless if there are new criteria available according
to which the circumstances of application that are in harmony with Einstein’s
consequences of use can be framed.
Applied to the explicitly derogatory n-word, the circumstances in which

for a speaker, the application of this term is appropriate are those in which
the speaker is already committed to the claims “𝑥 is a black person” and “𝑥
is inferior to white people” (among others). Similarly, the circumstances of
application in the case of “b·che” would not only involve “𝑥 is German,” but
also “𝑥 is likely to be cruel.” These “new” commitments do not merely add
the speaker’s evaluative attitude towards the target to the descriptive content
of the term, rather they shape the content of what the speaker is talking
about. This interpretation brings the workings of racist and xenophobic terms
closer to those of sexist terms (“sl·t”) and terms for individual behaviour
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(“arsehole”) in that all of them require evaluative descriptions to be part of
their circumstances of appropriate application.
If we introduce evaluative descriptions into the circumstances of applica-

tion, this has at least two benefits, besides enabling a better understanding
of the bigoted practice of using derogatory terms. Firstly, we can make sense
of the inferentialist claim that assertions function as premises and conse-
quences of inferential moves in the game of giving and asking for reasons.
Scorekeepers draw the inferences that are licensed by the speaker’s assertion.
Thus, the assertion serves as a premise for further moves in the scorekeeping
game. But it is also a consequence of former claims made in the game of
giving and asking for reasons. By requiring the conditions of application of,
say, the n-word to include “𝑥 is black” and “𝑥 is inferior to white people,” we
can explain why the assertion “𝑥 is a n·gger” leads to puzzled reactions on
the part of a listener both in the case in which the speaker is talking about a
Mexican person and in the case in which her record of assertions commits
her to claims such as that race is socially constructed and that people are to
be treated equally regardless of their race.30 In both cases the circumstances
of application are not given so that making sense of the speaker’s assertion
becomes difficult.
Note that we can judge whether the circumstances of application are given

according to two different standards: the semantic and the epistemic and
moral standard. Given my own set of commitments, a bigoted speaker may
correctly apply the n-word in a specific situation in the sense in which they
correctly use the term according to the conceptual norms of N·GGER. They
meet the semantic standard. However, since I take most of their inferentially
organised web of commitments to be both epistemically and morally false,
there is, according to my view, no situation in which the circumstances of
application of the n-word are given. In this regard, the inferentialist position
is the same as Hom and May’s (2018) null-extension view: most derogatory
terms do not refer to anything in our world because they involve commitments
to epistemically false claims.
The two standards allow us to distinguish between different types of lan-

guage critique. On the one hand, we can criticise uses of terms if they violate
the conceptual norms of the concepts they aim to express. Just as in my exam-
ple from above, we can point to semantically false uses of the n-word because

30 Just as in the incompatibility case of using “b·che” and hugging the target before, this does not
apply to the reclaimed use of the n-word by some members of the target group.
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we know that the speaker must not be committed to the claims “𝑥 is Mexican”
or “𝑥 is racialised-as-Black” if they want to apply the n-word according to
the norms of the bigoted discursive community. These claims are not part
of the elimination rule determining the content of the n-word. On the other
hand, we can criticise the use of the n-word not only in specific situations,
but in general. Its use always commits us to epistemically false and morally
problematic claims, so that we should refrain from using it altogether if we
want to make epistemically correct and morally unproblematic claims about
the world.
The second benefit of including evaluative descriptions into the circum-

stances of application is that the indeterminate reference objection that has
been raised against the inferentialist position becomes obsolete. Williamson
and Hom have worried that the term “b·che” does not definitely refer if we
take its introduction rule to be the transition from “𝑥 is German” to “𝑥 is a
b·che” and its elimination rule the transition from “𝑥 is a b·che” to “𝑥 is likely
to be cruel.” By treating explicitly derogatory terms as expressing concepts
whose main inferences are already made explicit in the realm of reasoning—
which is why they are treated as derogatory terms—we must change their
introduction rules so that they are in accordance with their elimination rules
again, at least as long as the meaning of these terms is not about to change, or
as long as we do not learn about new implicitly operative inferences. Above I
have shown what this looks like regarding the examples of “b·che” and the
n-word. If the leap between the circumstances of application and the conse-
quence of use is bridged this way, the elimination rule of a specific derogatory
term does not add any new claim that is not yet part of the web of inferences
relevant to the introduction rule. Hence, the objection of unfixed reference
does not apply anymore.
If we acknowledge that the use of explicitly derogatory terms is stably

institutionalised in our discursive practices, we need to explain not only why
we should refrain from using many of them, but also how their usage does not
create communicational impasses. Many people still use the n-word and as
wrong as they are in doing so, they do it quite successfully. Most importantly,
their use of this termdoes not necessarily lead them tomaterially incompatible
commitments. Bigoted speakers do not use the n-word despite the fact that it
commits them to the claim that black people are inferior to whites. They use
it because they are so committed. If we seek to understand how the n-word,
“ch·nk”, or “sl·t” are correctly used, we need to turn to the commitments of
their users, and not to the commitments of people who refrain from using
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these terms, because it is the former who uphold the linguistic practice of
consistently using such derogatory terms.
The fact that many derogatory terms are consistently used, however, sug-

gests that making explicit pernicious inferences is but a start in the enterprise
of criticising derogatory language use. Merely making pernicious inferences
explicit in the cases of “n·gger”, “f·ggot”, or “k·ke” does not bring us far if our
opponent disagrees about them being pernicious. In this case, the criticism
has to be more sophisticated and amounts to criticising a whole set of social
practices. Other cases such as the use of “arsehole” call for yet another kind
of criticism. Making explicit the inferences involved in its use, I contend, does
not tell us anything about why we should refrain from using it on certain
occasions (or altogether?).
Thus, on the one hand, the explication of implicit inferences is crucial to

criticising derogatory language use, but on the other, it does not do all the
work that is required for different kinds of derogatory terms. By taking into
account a variety of implicitly and explicitly derogatory terms and finding
common mechanisms for their basic workings, the version of inferentialism
about derogatory terms that I have proposed enables us to understand that
explicitly derogatory terms differ from implicitly derogatory terms only in
degree. Most theorists who work on the meaning of derogatory terms set out
to account for derogatory terms based on their divergence from their allegedly
purely descriptive correlates. Thereby, they neglect to explain the continuum
between highly derogatory and purely descriptive terms. Understanding this
continuum as depending both on differences in inferential commitments and
on different degrees of their explicitness, however, is crucial to see that the
meaning of terms and their derogatory force may change over time if their
underlying social practices change.

6 Conclusion

In this paper, I defended an inferentialist explanation of derogatory terms
against the main objections that are usually raised against the inferential-
ist view. I rejected three of the four main objections by showing that they
are based on misunderstandings of the core assumptions of inferentialist
semantics. These criticisms can be accommodated by pointing to the role that
conceptual norms play in inferentialist semantics, the degrees of conceptual
competence, and to the social embeddedness of linguistic and non-linguistic
moves that can be made in the inferentialist scorekeeping practice.
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I further argued both that the indeterminate reference objection rests on
a misunderstanding of Dummett’s and Brandom’s rules for the application
and use of derogatory terms, and that this misunderstanding is productive in
that these rules are indeed misguided for a broad range of derogatory terms.
Dummett and Brandom discuss their “b·che” example as a case in which the
inferences that are licensed by the use of the term are not yet part of the web
of inferences that were relevant to determine whether the application of the
term was appropriate. This usually happens whenever the meaning of a term
changes. If the meaning of a term changes, either the rules of application
or the consequences of using the term change first. Initially, these changes
are only implicit in the practices. By making these changes explicit, we bring
the new inferences into the realm of reasoning. Brandom thinks that this
mechanism not only underlies meaning change, but also the use of derogatory
terms.
However, this is not the case. At most it explains the mechanism involved

whenever members of a discursive community who thought that a term
was purely descriptive become aware of its derogatory function. Historical
examples are “Ch·naman” and the US American use of “Or·ental”. In such
cases, these members thought that the introduction rule for “𝑥 is a Ch·naman”
were “𝑥 is a Chinese man” and they learn that the elimination rule is “𝑥 is
less civilised than Europeans”. As in the case of meaning change, making
explicit the derogatory consequences of a term’s use amounts to a change
of the application rules, too. In a case of meaning change, for instance, it
was no longer possible to have Newton’s application rules for “gravity” once
Einstein’s theory of relativity had been widely adopted. The application rules
had to be adjusted to be in accordance with Einstein’s theory. Analogously,
in the case of explicitly derogatory terms, it is no longer possible to turn to
the past ignorant discursive community—which took “Ch·naman” to be a
neutrally descriptive term while implicitly treating it as a derogatory one—if
we look for the current application rules. Once the pernicious consequences
of the term’s use are made explicit, its application rules change, too.
Accounting for explicitly derogatory terms thus amounts to including a

whole set of inferences into the rules of application, some of which might
involve evaluative components. If we do not allow devaluating claims to enter
the set of inferences that is relevant to determine whether the application
of a term is appropriate, we not only have to face Williamson’s and Hom’s
indeterminate reference objection, but we also misdescribe the practice of
derogatory language use. Instead of following Dummett and Brandom in
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looking at the commitments of language users who refrain from using a
specific term, we need to turn our gaze toward the commitments of those
who engage in the practice of using the explicitly derogatory term in question.
Highlighting the commitments of bigoted language users, in turn, suggests
that a successful critique of derogatory language use does notmerely consist in
problematising the use of a specific term, but rather taking issue with a whole
set of practices in which the use of this term is embedded. These practices
may involve a broad range of sets of commitments, from highly pernicious
commitments to sets of commitments that are not morally pernicious. The
view I have put forward is thus an inferentialist account of conceptual content
in general which treats explicitly derogatory concepts as part of a continuum
with implicitly derogatory terms and terms that are not derogatory at all.*
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Sensitivity and Inductive
Knowledge Revisited

Guido Melchior

The orthodox view about sensitivity and induction has it that beliefs
formed via induction are insensitive. Since inductive knowledge is highly
plausible, this problem is usually regarded as a reductio argument against
sensitivity accounts of knowledge. Some adherents of sensitivity defend
sensitivity against this objection, for example by considering backtracking
interpretations of counterfactuals. All these extant views about sensitivity
and induction have to be revised since the problem of sensitivity and
induction is a different one. Regardless of whether we allow backtracking
interpretations of counterfactuals, some instances of induction yield
insensitive beliefs whereas others yield sensitive ones. These results are
too heterogeneous to provide a plausible sensitivity account of inductive
knowledge. Induction remains a serious problem for sensitivity accounts
of knowledge.

1 Sensitivity and induction: the discussion so far

Nozick suggests that if S knows that 𝑝, then S’s belief that 𝑝 tracks truth.
He thinks that subjunctive conditionals can best capture this truth-tracking
relation. Moreover, he argues that we have to take the belief-forming method
into account. Nozick (1981, 179) provides the following definition of knowing
via a method:

S knows, via method (or way of believing) M, that 𝑝 iff (1) 𝑝 is true
(2) S believes, via method or way of coming to believe M, that 𝑝 (3)
In the nearest possible worlds where 𝑝 is false and where S uses M
to arrive at a belief whether (or not) 𝑝, S does not believe, via M,
that 𝑝 (4) In the nearest possible worlds where 𝑝 is true and where
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S uses M to arrive at a belief whether (or not) 𝑝, S believes, via M,
that 𝑝1

Condition (3) is the sensitivity condition, which I will focus on here, and
condition (4) is the adherence condition.2 Nozick formulates these modal
conditions on knowledge as subjunctive conditionals, but he analyzes their
truth conditions in terms of possible worlds. For the sake of convenience, and
in accordance with the literature, I will use possible world terminology for
formulating conditions (3) and (4). For the purposes of this paper, nothing
hinges on this decision, as we acquire the same results for sensitivity and
induction when talking in terms of subjunctive conditionals.3
Sensitivity accounts of knowledge face several major problems. First, it

has been claimed that they preclude us from having inductive knowledge, as
Vogel (1987, 1999) and Sosa (1999) contend. Second, they lead to implausible
instances of closure failure as Kripke (2011) argues.4 Third, Sosa (1999) and
Vogel (2000) argued that sensitivity faces severe problems concerning higher-
order knowledge about the truth of one’s own beliefs. In this paper, I will

1 Subjects can believe a proposition via various methods. Nozick argues that S knows that 𝑝
simpliciter if the dominant method, the one that outweighs the other methods, fulfills conditions
(3) and (4). These subtleties will not concern us here.

2 Nozick does not provide a clear terminology. He suggests that condition (3) expresses the fact that
S’s belief is sensitive to the falsity of 𝑝, whereas (4) states that S’s belief is sensitive to the truth of
𝑝. Accordingly, (3) and (4) jointly guarantee the complete sensitivity of S’s belief. Hereinafter,
I will stick to the terminology dominant in the literature that calls condition (3) the sensitivity
condition and condition (4) the adherence condition.

3 The situation is more subtle concerning condition (4). As Starr (2019) points out, “counterfactual
conditional” and “subjunctive conditional” are usually used interchangeably in the philosophical
literature. However, condition (4) is a so-called true-true subjunctive, since its antecedent and
its consequent are both true. True-true subjunctives are not counterfactual conditionals in the
literal sense. Nozick provides a specific semantics in terms of possible worlds that delivers a
differentiated picture about the truth-values of true-true subjunctives, but true-true subjunctives
are trivially true according to the standard Lewis/Stalnaker semantics. For discussions of the
semantics of true-true subjunctives, see McGlynn (2012), Cogburn and Roland (2013) , and
Walters (2016). The sensitivity condition (3), in contrast, which is the focus of this paper, is a
counterfactual conditional in the literal sense, given that the truth condition (1) for 𝑝 is fulfilled.
DeRose (2004) argues against safety and in favor of sensitivity, saying that we have clear intuitions
about the truth conditions of real counterfactuals, i.e. of counterfactuals with false antecedents,
but not of true-true subjunctives. This criticism can be extended to Nozick’s adherence condition.
In this paper, I focus on sensitivity. Consequently, we can ignore these subtleties concerning
Nozick’s adherence condition.

4 For a defense of Nozick’s knowledge account against Kripke’s objection, see Adams and Clarke
(2005).
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focus on the first objection.5 However, we will see in the last section that the
problem of inductive knowledge has structural similarities to the problem of
higher-order knowledge.
Despite the well-known challenges that sensitivity accounts of knowledge

face, the sensitivity principle is intuitively appealing, leading to a “second
wave” of sensitivity accounts, as Becker and Black (2012) label it. These ac-
counts aim at defending a sensitivity-based theory of knowledge that avoids
the problems that have been raised for Nozick’s (1981) original account.6
Accordingly, the results about sensitivity and induction are not only relevant
for Nozick’s original theory but also for these descendants.7
Vogel and Sosa argue for the claim that making sensitivity a necessary

condition on knowledge rules out inductive knowledge bymeans of examples;
they provide cases where a subject plausibly knows via induction although
her belief is insensitive. Here are two cases:

Chute. On his way to the elevator, Ernie releases a trash bag
down the chute from his high-rise condo. Walking along the street
Ernie thinks about the trash and forms the belief that the trash
is in the basement. Plausibly, Ernie knows that his bag is in the
basement. But what if, having been released, it still (incredibly)
were not to arrive there? That presumably would be because it had
been snagged somehow in the chute on the way down (an incredibly
rare occurrence), or some such happenstance. But none of these
would affect Ernie’s belief, so he would still believe that the bag

5 A further type of problem is raised by Luper (1984) who points out that Nozick’s account of
knowing via a method faces a technical problem when it comes to one-sided methods that can
recommend believing that 𝑝 but cannot recommend believing that ¬𝑝. Intuitively, we want to
allow knowledge via one-sided methods, but according to Luper-Foy, they necessarily violate the
sensitivity condition and, therefore, cannot yield knowledge. Luper-Foy discusses a modification
of Nozick’s sensitivity principle that avoids this problem but finally rejects this version too. For
another discussion of this problem, see Williamson (2000). For an overview of the discussion
about sensitivity and its problems, see Melchior (2020).

6 See DeRose (1995, 2017), Roush (2005), Becker (2007), and the contributions in Becker and Black
(2012).

7 Sensitivity has not only been utilized for explaining knowledge but also for analyzing other
epistemic concepts. Enoch, Spectre and Fisher (2012) argue that sensitivity is crucial for legal
proof in order to explain why statistical evidence alone is not sufficient proof in the court. In
this paper, I focus on the consequences for sensitivity accounts of knowledge. For a discussion
of sensitivity, induction, and checking, see Melchior (2019). For a sensitivity-based theory of
discrimination, see Melchior (2021).
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has arrived in the basement. His belief seems not to be sensitive,
therefore, but constitutes knowledge anyhow, and can correctly be
said to do so. (See Sosa 1999, 145–146)

Heartbreaker. Sixty golfers are entered in theWealth and Priv-
ilege Invitational Tournament. The course has a short but diffi-
cult hole, known as the “Heartbreaker.” Before the round begins,
Jonathan thinks that, surely, not all sixty players will get a hole-in-
one on the “Heartbreaker.” [See Vogel (1999), 165]8

These are cases of beliefs that are based on inductive reasoning, more specifi-
cally, inductive reasoning about particulars, as Vogel puts it.9 He argues that
knowledge about particulars via inductive reasoning is highly plausible. Intu-
itively, Ernie knows that the trash is in the basement, and Jonathan knows
that not all sixty players will get a hole-in-one. However, in each case the
target beliefs are insensitive. Consequently, sensitivity is not necessary for
knowledge.
Sosa and Vogel argue against sensitivity accounts of knowledge by pre-

senting examples of insensitive inductive beliefs that plausibly constitute
knowledge. They need not argue for the stronger claim that any belief formed
via induction is insensitive to make their point. The weaker claim that there
are some plausible cases of inductive knowledge that involve insensitive be-
liefs is sufficient for their purpose. Nevertheless, the stronger view that any
belief formed via induction is insensitive is the dominant one in the current
debate.10

8 In conversation, it has been pointed out that Heartbreaker is a particularly convincing example.
Nevertheless, one might regard its target proposition, that not all players get a hole-in-one, as a
lottery proposition, which many think precludes it from being known. However, the problem
of sensitivity and induction does not rely on assuming that the target proposition is a lottery
proposition, as other cases presented inVogel (1987, 1999) and in this paper show. For a discussion
of lottery propositions, see Hawthorne (2004).

9 Sensitivity is, followingNozick (1981), usually defined as a feature of beliefs relative to a particular
method. In cases of inductive knowledge, the relevant method is inductive reasoning. Hence,
I will assume in the following that inductive reasoning is the relevant belief-forming method.
Accordingly, for determining the sensitivity of inductive beliefs, we consider possible worlds
where the method of inductive reasoning remains constant. In order to acquire the result that
Chute and Heartbreaker are instances of induction, it has to be assumed that the belief-forming
bases in these cases are instances of (tacit) inductive reasoning, an assumption that is usually
only implicitly made in the literature.

10 One might object that induction is obviously not always insensitive because beliefs in necessities,
which can also be formed via induction, are vacuously sensitive. This is true for orthodox seman-
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Sosa’s and Vogel’s line of argumentation against sensitivity accounts of
knowledge is not unopposed. One standard defense of sensitivity is proposed
by Becker (2007). He accepts the view that induction yields insensitive beliefs,
but he argues that this does not create a devastating objection to sensitiv-
ity accounts of knowledge. He admits that if we know propositions 𝑝1…𝑝n,
then we do not have inductive knowledge that 𝑝n+1 is true. However, we still
have knowledge about the probability of 𝑝n+1.11 Thus, our view about knowl-
edge via induction rests on a confusion according to Becker. We cannot have
knowledge via induction that 𝑝n+1; what we do know are propositions in the
neighborhood of this proposition. Becker’s account not only rejects inductive
knowledge but also provides an explanation of our mistaken intuition that
we can have this kind of knowledge. However, knowledge via induction is
widely accepted. Accordingly, most philosophers are presumably not willing
to bite the bullet of rejecting inductive knowledge for the gain of acquiring
a sensitivity-based account of knowledge. We will take up Becker’s account
later and see that his solution faces additional problems.
Vogel, Sosa, and Becker agree that the subjects’ beliefs in cases like Chute

and Heartbreaker are insensitive, but draw conflicting conclusions as to
whether this claim creates a serious problem for sensitivity accounts of knowl-
edge. Until recently, the view that induction yields insensitive beliefs has
remained unchallenged. Wallbridge (2018) takes up this objection to sensitiv-
ity accounts of knowledge and argues that properly understood, the purported
counterexamples fail to succeed because the beliefs formed via induction are
actually sensitive, not insensitive. Focusing on Sosa’s chute case, Wallbridge
argues that Ernie sensitively believes that the rubbish is in the basement. He
claims that in some cases, in order to avoid “miracles”, i.e. events that would
not easily have happened, counterfactuals have to be interpreted as backtrack-
ing. According to a backtracking interpretation, counterfactual conditionals
can be evaluated without keeping the past fixed until the time at which the
counterfactual antecedent obtains. Wallbridge argues that, according to this

tics for counterfactuals and counterpossibles. However, it is still worth discussing whether the
popular view about the insensitivity of induction holds also for the vast majority of contingent
truths. Moreover, there is good reason to think that the orthodox semantics for counterfactuals
should be rejected for having the counterintuitive consequence that all counterpossibles are
vacuously true. For a discussion of an impossible worlds account of sensitivity, which delivers
the result that not all beliefs in necessities are vacuously sensitive, see Melchior (2021).

11 For a similar take, see Roush (2005, 65f).
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backtracking analysis, Ernie’s belief is sensitive.12 He suggests that other ex-
amples presented by Vogel (1987, 1999) and Pritchard (2012) can be analyzed
analogously. Wallbridge is not particularly clear about his conclusion. In the
abstract, he claims to show that inductive knowledge is sensitive. In the con-
clusion, Wallbridge (2018, 8) makes the weaker claim that “there are cases
of sensitive inductive knowledge” and leaves the reader with a challenge,
concluding that “if there are cases of insensitive inductive knowledge then
they have yet to be pointed out.”
In Section 2, I will show that the situation concerning induction and sen-

sitivity is more subtle than opponents and defenders of sensitivity accounts
of knowledge claim it to be. Some inductive processes yield sensitive beliefs,
others yield insensitive beliefs, regardless of whether we opt for a backtrack-
ing or a non-backtracking interpretation of counterfactual conditionals. In
Section 3, I will argue that this is problematic since the subjects in the cases
presented are concerning inductive reasoning intuitively in similarly good
epistemic situations. Hence, sensitivity accounts of knowledge are committed
to making implausibly heterogeneous predictions about the knowledge status
of subjects who believe via induction.

2 Sensitive and insensitive induction

In this section, I will discuss instances of enumerative and temporal induction
and backtracking and non-backtracking interpretations of counterfactual con-
ditionals. First, let me make some preliminary remarks about backtracking
and non-backtracking counterfactuals. Lewis (1973) distinguishes between
backtracking and non-backtracking counterfactuals. Non-backtracking coun-
terfactuals keep the past fixed until the time at which the counterfactual
antecedent obtains, whereas backtracking counterfactuals do not.13 He ar-
gues that only non-backtracking counterfactuals can be used for analyzing
causal dependencies. For example, in order to determine whether event 𝑐

12 In fact, Wallbridge’s argumentation is more subtle. He distinguishes between a weak and a strong
reading of sensitivity, analogously to weak and strong safety. To avoid miracles, the strong reading
requires a backtracking interpretation according to which Ernie’s belief turns out to be strongly
sensitive. A weak reading of sensitivity does not require backtracking to avoid miracles, but
Ernie’s belief fulfills weak sensitivity even according to a non-backtracking analysis. Hence,
Ernie’s belief is sensitive under both readings of sensitivity. However, these subtleties are not
crucial for the following argumentation.

13 See Menzies (2014). For a discussion of backtracking counterfactuals, see Khoo (2017).
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caused event 𝑒, we consider those possible worlds that are identical with the
actual world until the time where 𝑐 does not obtain.14
In this paper, I will remain neutral about whether counterfactuals are

correctly interpreted as backtracking or non-backtracking. Rather, I will inves-
tigate the consequences of these two interpretations for sensitivity accounts
of knowledge. Let me emphasize the point of considering backtracking coun-
terfactuals. We can say that whether S’s induction-based belief is sensitive
depends on whether “the minimal ‘change’ from truth to falsity of 𝑝 keeps the
inductive evidence for 𝑝 intact.”15 In terms of possible worlds, the sensitivity
of S’s belief depends on whether the inductive evidence is available to S in
the nearest possible worlds where 𝑝 is false. If we interpret counterfactu-
als exclusively as non-backtracking, then we only consider possible worlds
that do not differ from the actual world until the point at which the counter-
factual antecedent obtains. If we allow for backtracking interpretations of
counterfactuals, then we need not keep the past fixed until that point. Hence,
backtracking or non-backtracking interpretations make a difference concern-
ing which nearest possible worlds are considered and consequently whether
a belief is judged to be sensitive or not.
In the following, I will present and analyze further cases of induction.

We will see that some cases yield insensitive beliefs whereas others yield
sensitive beliefs, regardless of whether counterfactuals can be backtracking
or not. I will distinguish between enumerative induction where we draw
an inference from objects 𝑜1-𝑜n to 𝑜n+1 and temporal induction where we
draw an inference about an object 𝑜 from time 𝑡1-𝑡n to 𝑡n+1.16 In each of these

14 We must distinguish two different claims about backtracking counterfactuals, a more specific
claim that a particular counterfactual is backtracking and a general claim that there can be
backtracking counterfactuals. Accordingly, we can distinguish two different dependence relations
between backtracking counterfactuals and possible worlds. Given that we accept in general that
there can be backtracking counterfactuals, whether a particular counterfactual is backtracking
or not depends on what the nearest possible worlds are where the antecedent is false. In this
case, the nearest possible worlds determine whether a counterfactual is backtracking. However,
when backtracking counterfactuals in general are questioned, it is rather the other way around.
Whether counterfactuals can be backtracking determines which of the nearest possible worlds
where the antecedent is false we have to consider.

15 I am indebted to an anonymous reviewer for this formulation.
16 This distinction is not meant to be exhaustive as there might be instances of induction that

cannot be clearly classified either as enumerative or as temporal. Moreover, like the contemporary
discussion on induction and sensitivity, I will focus on inductive knowledge about particulars.
Thus, generalizations of the form “All 𝑥 are F” are not the conclusions of the inductive reasonings
considered. For a discussion of inductive generalizations and sensitivity, see Roush (2005, 65f).
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cases, themethod of belief formation in question is induction.17Moreover, the
cases have to be understood in a way such that the subjects are intuitively in
equally good epistemic positions concerning the inductive conclusion in that
(1) the evidence for believing the premises is equally strong; (2) the numbers
of cases 𝑛 observed is equally large (or the time interval observed is equally
long); (3) the relevant similarity between the induced case cn+1 and observed
cases c1 to cn is equally strong (or the similarity between the basic conditions
for 𝑜 of the induced time point 𝑡 and the observed interval 𝑖); (4) there are
no rebutting or undercutting defeaters available to the subjects; and (5) the
predicates involved are equally projectible. Take, first, the following example
of enumerative induction that yields an insensitive belief:

Raven (enumerative induction). Carl observes that raven1–ravenn
is black and infers that ravenn+1, which he has not observed, is black.
Ravens are typically black, though not necessarily, since there also
exist raremutations like albino ravens. In the nearest possible worlds
where ravenn+1 is not black, it is such a rare mutation. However,
raven1-ravenn is black in these nearest possible worlds and Carl be-
lieves via observation of raven1-ravenn and induction that ravenn+1
is black. Thus, his belief that ravenn+1 is black is insensitive.

This analysis holds independently of whether counterfactuals are allowed
to be backtracking or not. In both cases, the nearest possible worlds
where ravenn+1 is not black are such that it is an albino raven but where
raven1–ravenn is black. In these possible worlds, Carl still believes via induc-
tion that ravenn+1 is black. Hence, his belief is insensitive. Thus, in RAVEN, a
case of enumerative induction, the subject believes insensitively, regardless
of whether we allow backtracking interpretations of counterfactuals or not.18
Notably, a similar case of temporal induction yields a different outcome:

17 However, I do not mean that the subjects in these cases explicitly draw inductive inferences.
Rather they can be drawn implicitly and automatically. Nozick already developed an account of
inferential knowledge. See Nozick (1981, 233f) and Baumann (2012). Since I do not understand
induction here as an explicit process of drawing inferences, I will ignore this account. However,
Nozick’s account of inferential knowledge provides the same results as to whether the inductive
processes investigated here are sensitive or insensitive.

18 We will soon reflect on cases of enumerative induction that behave differently.
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Blackbird (temporal induction). Miles observes that blackbirdn
has been black until yesterday and believes via induction that
blackbirdn is black right now.
Non-backtracking: We only consider the nearest possible worlds

where blackbirdn is not black right now, and, hence, worlds where
blackbirdn has been black until yesterday.We ignore possible worlds
where blackbirdn changed its color earlier and worlds where it has
never been black. In the nearest possible worlds considered Miles
believes via observation and induction that blackbirdn is black right
now. Hence, his belief is insensitive.
Backtracking: If counterfactuals are backtracking the situation is

different. In this case, the nearest possible worlds where blackbirdn
is not black right now are presumably such that it is an albino
blackbirdn that has been white all the time. They are not worlds
where it changed the color since yesterday. Accordingly, in the near-
est possible worlds where blackbirdn is not black right now Miles
does not believe via observation and induction that it is black right
now. Thus, Miles’ inductive belief that blackbirdn is black right now
is sensitive.19

So far we have seen that in the enumerative induction case of Raven, Carl’s
belief is insensitive no matter whether counterfactuals can be backtracking
or not. However, in Blackbird, a case of temporal induction, Miles’ belief is
insensitive if counterfactuals are non-backtracking but sensitive if they are
backtracking. At this point, one might suppose that enumerative induction is
typically insensitive whereas the sensitivity of temporal induction depends
on whether we opt for a non-backtracking interpretation or a backtracking
one. However, this generalization is incorrect as the following cases will show.
Take a second instance of enumerative induction that delivers sensitive beliefs
in case of non-backtracking and backtracking counterfactuals:

Examiner (enumerative induction). Ina is a lazy examiner. When
she has received all the exams she throws a dice and all the exami-
nees get the same grade. For a particular test, she throws a 2 and,
accordingly, marks all exams with B. Rachel is an examinee and

19 It might be disputable whether instances of enumerative induction can plausibly have a back-
tracking reading. However, in the case of temporal induction, the concept of backtracking and
non-backtracking interpretations is highly plausible.
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does not know Ina’s habits. Rachel asks numerous peers about their
grades. Among them are peers of whom she knows that they were
better prepared than herself and peers of whom she knows that they
were worse prepared. All peers report that they got a B. Rachel forms
the belief that she also got a B. The nearest possible worlds where
Rachel does not get a B are such that Ina’s dice throw delivered a
different result than 2 and all students got a different grade than B,
but the same one. In these possible worlds, Rachel does not believe
via testimony and induction that she got a B. Thus, her belief that
she got a B on the exam is sensitive.

The grades of all students are determined at the same time. Thus, no mat-
ter whether counterfactuals can be backtracking or not, the nearest possible
worlds where Rachel does not get a B are such that all the other students do
not get a B. In these possible worlds, Rachel does not believe via testimony
and induction that she got a B. Thus, Rachel’s belief is sensitive, regardless
of whether counterfactuals can be backtracking or not. Raven and Examiner
are both cases of enumerative induction. In Raven, the target belief is insensi-
tive, no matter whether counterfactuals can be backtracking or not, and in
Examiner, it is sensitive in both cases.
So far we have reflected on one case of temporal induction, Blackbird,

where the belief is insensitive with a non-backtracking interpretation of coun-
terfactuals and sensitive with a backtracking interpretation. We will now see
that temporal induction can deliver different sensitivity results in different
cases. Let’s sketch a further case:

T – shirt (temporal induction). Sarah has seen Tim wearing a red
T-shirt the whole day until 30 minutes ago and forms the inductive
belief that Tim is wearing a red T-shirt right now.

Is Sarah’s belief that Tim is wearing a red T-shirt right now sensitive? This
depends on how we fill in the details. Let us consider two different scenarios:
Scenario 1: Tim and Sarah are on a hiking trail and they split thirty minutes

ago. Sarah has seen Tim wearing a red T-shirt the whole day and forms the
inductive belief that Tim is wearing a red T-shirt right now. Tim does not
have another T-shirt with him. Thus, he could not easily get a fresh T-shirt.
Suppose further that Tim accidentally grabbed a red T-shirt in the morning,
but that he might easily have grabbed a T-shirt of a different color. If coun-
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terfactuals can be backtracking, then the nearest possible worlds where it is
false that Tim is wearing a red T-shirt right now are such that he grabbed
a T-shirt of any other color in the morning. In these possible worlds, Sarah
does not believe via observation that Tim was wearing a red T-shirt until
thirty minutes ago and, therefore, does not believe via induction that he is
wearing a red T-shirt right now. Thus, her belief is sensitive. If counterfac-
tuals can only be non-backtracking, then we only consider possible worlds
where Tim recently changed his T-shirt. In this case, Sarah’s belief that Tim is
wearing a T-shirt right now formed via observation and induction is insensi-
tive. Hence, for Scenario 1, we acquire the same result as for Blackbird—a
non-backtracking interpretation of counterfactuals implies insensitive beliefs,
and a backtracking interpretation sensitive beliefs.
Scenario 2: Sarah and Timwere on a hiking trail until 30minutes ago where

Tim was wearing a red T-shirt. In fact, for security concerns, Tim only wears
red T-shirts for hiking. Thus, it is not easily possible that he had a non-red
T-shirt for hiking. After the hiking trail, Sarah and Tim split and Tim walks
downtown for a drink. Sarah has seen Tim wearing a red T-shirt the whole
day until 30 minutes ago and forms the inductive belief that Tim is wearing a
red T-shirt right now. If counterfactuals can only be non-backtracking, then
we only consider possible worlds where Tim recently changed his T-shirt. In
these possible worlds, Sarah believes via observation and temporal induction
that he is wearing a red T-shirt right now and, consequently, her belief is
insensitive. However, even if we allow for backtracking counterfactuals, then
the nearest possible worlds where Tim is not wearing a red T-shirt right now
are such that he changed it recently downtown, given Tim’s strict habit of only
wearing red T-shirts for hiking.20 Again, Sarah believes that Tim is wearing a
red T-shirt right now and her inductive belief turns out to be insensitive.
In both scenarios, a non-backtracking interpretation of counterfactuals

yields insensitive beliefs, but if we allow for backtracking interpretations, then
Scenario 1 yields a sensitive belief whereas Scenario 2 yields an insensitive
belief. In this respect, whether one’s belief is sensitive in cases of temporal
induction depends on how the cases are spelled out in detail.

20 Due to themodal details of the case, possible worlds where Tim changed his T-shirt downtown are
closer than possible worlds where he did not wear a red T-shirt until 30minutes ago. Nevertheless,
Scenario 2 has to be understood such that it is highly unlikely that Tim changes his T-shirt
downtown. The inductive inference in Scenario 2 still has the same epistemic strength—according
to the factors briefly mentioned earlier and more thoroughly analyzed later—as in the other
cases considered, including Scenario 1.
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We can now summarize the acquired results about sensitivity and induc-
tion: Raven is a case of enumerative induction. Carl’s belief that ravenn+1 is
black is insensitive regardless of whether counterfactual conditionals can be
backtracking or not. Examiner is a further case of enumerative induction.
However, Sarah’s belief that she got a B for the exam is sensitive regardless
of whether counterfactuals can be backtracking or not. Blackbird is a case
of temporal induction. Miles’s belief that blackbirdn is black is insensitive if
counterfactuals can only be non-backtracking, but it is sensitive if they can be
backtracking. As for T-shirt, a further case of temporal induction, sensitivity
depends on how we fill in the details. In Scenario 1 and 2, Sarah’s belief that
Tim is wearing a red T-shirt right now is insensitive if counterfactuals can
only be non-backtracking. If they can be backtracking, then her belief is sen-
sitive in Scenario 1 but insensitive in Scenario 2. These results are captured in
table 1:

Table 1: Whether the belief is sensitive in non-backtracking and backtracking
variants of the four cases.

Induction type Case
Non-

backtracking Backtracking

Enumerative Raven − −
Examiner + +

Temporal Blackbird − +
T-shirt − +/−

Let me provide a more systematic analysis: Suppose S observes that object
𝑜 has property F from t1 to tn and believes via temporal induction that 𝑜 has
property F at tn+1. If we generally accept that counterfactuals can be back-
tracking, then S’s inductive belief is sensitive only if, in the nearest possible
worlds where 𝑜 is not F at time tn+1, 𝑜 is not F from t1 to tn.21 This is the case
if worlds where 𝑜 lost property F from tn to tn+1 are more remote than worlds
where 𝑜 does not have property F from t1 to tn, e.g. if it is more crucial for

21 I assume here that observation is sensitive concerning 𝑜 being F, i.e. observation of 𝑜 from t1 to
tn would not deliver that 𝑜 is F from t1 to tn if 𝑜 were not F from t1 to tn. If observation does not
fulfill this sensitivity condition, then the sensitivity conditions for backtracking counterfactuals
about 𝑜 being F at tn+1 are different. This assumption is not problematic for my purposes of
establishing that sensitivity and induction suffer from a heterogeneity problem. This result is
also gained (or even strengthened) if we take further varying factors into account.
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𝑜 to constantly be F (or to constantly be not-F) from t1 to tn+1 than to be F
from t1 to tn, as in Blackbird and Scenario 1 of T-shirt, where Tim does not
walk downtown. In Scenario 2, where Tim walks downtown after the hiking
trail, the worlds where Tim changed his T-shirt downtown are closer than
the worlds where he was not wearing a red T-shirt on the hiking trail. Here,
it is more crucial for 𝑜 to be F from t1 to tn than it is to be constantly F or
constantly not be F from t1 to tn+1. Consequently, Sarah’s belief is insensitive.
In contrast, if counterfactuals can only be non-backtracking, then we can
only consider possible worlds where 𝑜 changed property F from tn to tn+1.
In this case, beliefs formed via temporal induction are always insensitive.
Thus, despite the heterogeneity of the overall results, at least we can say that
temporal induction always yields insensitive beliefs if counterfactuals can
only be non-backtracking.
We obtain slightly different results concerning enumerative induction. If the

nearest possibleworldswhere 𝑜n+1 does not have property F are such that 𝑜1-𝑜n
does not have property F, then S’s belief that 𝑜n+1 is F formed via observation
of 𝑜1- 𝑜n and enumerative induction is presumably sensitive.22 This condition
is fulfilled if it is rather accidental that 𝑜n+1 is F but characteristic for 𝑜1- 𝑜n+1
that they have the same status of being F (or not being F), as in Examiner.
However, if the nearest possible worlds where 𝑜n+1 does not have property F
are such that 𝑜1- 𝑜n still has property F, then S’s belief formed via observation
and induction is insensitive. This holds for Raven.
Notably, theories of counterfactuals that allow for non-backtracking coun-

terfactuals and theories that do not deliver the same results for each individual
case of enumerative induction, i.e. both types of theories imply that the target
belief is sensitive or both theory types imply that it is insensitive. Perhaps
we can construct cases of enumerative induction such that backtracking and
non-backtracking theories deliver different results with respect to sensitiv-
ity, but I suspect that these instances of induction also involve a temporal
element.23

22 Again, I assume here that observation is sensitive with respect to 𝑜1-𝑜n being F.
23 In the description of the cases certain details are made salient, e.g. habits of the target person.

These details determine which facts are kept fixed and which facts differ in the nearest possible
worlds considered. One might think that this leads to a contextualist sensitivity account in that
different facts are salient to the knowledge attributor (in this case the reader) in different contexts
and this salience determines which cases the attributor takes into account and whether her
sensitivity attribution is true or false. However, this is not the way the alternative cases have
to be understood. In T-shirt, we do not have alternative descriptions of one case leading to
alternative judgements about whether Sarah’s belief about Tim’s T-shirt is sensitive. Rather, there
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3 Heterogeneity: The problem for sensitivity and induction

Let me now diagnose what I regard as the real problem of sensitivity and
induction. There is at least a tendency among proponents and critics of sensi-
tivity that there is a homogeneous picture of sensitivity and induction. Critics
of sensitivity accounts of knowledge, but also some adherents such as Becker,
tend to think that induction yields insensitive beliefs whereas Wallbridge
suggests that it yields sensitive beliefs. However, none of these opposing views
is correct, since some instances of induction yield sensitive beliefs whereas
some others yield insensitive ones.
I developed various cases of enumerative and temporal induction. In each of

these cases, the subjects make an empirical observation and draw an inductive
inference. Importantly, we intuitively judge that the subjects in these cases
are in equally good epistemic positions. This view about the equality of the
epistemic positions is also supported when applying plausible parameters for
induction. Let me briefly explain. The epistemic force of induction comes
in degrees. The epistemic strength of inductive reasoning from cases c1-cn
to case cn+1 (or from time interval 𝑖 to point in time 𝑡) and whether it can
yield justification and knowledge intuitively depends on various factors. The
strength of induction depends first on the number 𝑛 of cases observed (or on
the length of the observed time interval). All else being equal, the larger 𝑛
is, the greater the epistemic strength of a particular induction; Secondly, the
epistemic strength of induction varies with the relevant similarity between the
cases observed and the case induced (or on the relevant similarity between the
observed time interval and the point in time induced).24 Themore similar cn+1
is to c1-cn in the relevant sense, the stronger the inductive reasoning is. Third,
the epistemic strength of inductive reasoning depends on whether there exists
a defeater 𝑑 for the inductive conclusion, either rebutting or undercutting,
such that S is propositionally justified in believing 𝑑 and this justification
undermines S’s justification in holding an inductive belief about cn+1. Finally,
the predicate involved has to be projectible.

are different cases whose constitution determines which possible worlds we have to consider
and whether the target beliefs are sensitive. Notably, DeRose (1995) defends sensitivity-based
contextualism about “knows” where in some contexts, sensitivity is required for knowledge but
in others, it is not. However, he does not develop a contextualist account of sensitivity itself.

24 It is a non-trivial task to determine the relevant similarity between the cases observed and the
case induced, but plausibly the cases discussed can be set up in a way that the criteria for relevant
similarity are to the same extent fulfilled. This is sufficient for the purposes of the paper.
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Moreover, the amount of justification for the conclusion of an induction is
also affected by the strength of the justification for believing the premises. All
else being equal, the stronger the justification for believing the premises, the
stronger the justification for believing the inductive conclusion.
This paper aims at showing that sensitivity accounts of knowledge have

highly implausible consequences when it comes to inductive knowledge. In
order to make this point, it suffices to refer to intuitively plausible criteria
for inductive knowledge. We need not develop a detailed theory of induction
and confirmation, involving Bayesianism or alternative conceptions.25 For
the purposes of this paper, it suffices to accept that in the cases discussed, the
inductive reasoning is intuitively of the same epistemic strength according to
the plausible parameters specified. That means that the subjects in the cases
have equally good evidence about an equally high number of 𝑛 cases (or a
sufficiently long time interval 𝑖), case cn+1 is equally similar to the observed
cases c1-cn, there is no defeater 𝑑 for S, rebutting or undercutting, such that S
is justified to believe that 𝑑 and this justification undermines her inductive
justification, and the predicates involved are equally projectible.26
Since the subjects are intuitively all in equally good epistemic positions, the

minimal standards that a theory of knowledge has to fulfill is that it delivers
the same outcome with respect to knowledge in all cases discussed. Here
there are two options, first, that the subjects know in all cases of induction
presented and, second, that they are precluded from knowing in all cases.27 I
assume that there is a wide agreement among epistemologists that we can
have knowledge via induction. Accordingly, the first, positive option is far
more popular than the second, negative one. However, sensitivity accounts of
knowledge cannot deliver any of these two uniform pictures.
Let me explain in more detail. I regard it as an open question whether coun-

terfactual conditionals can only be correctly interpreted as backtracking or

25 For an overview of theories of confirmation, induction, and Bayesianism, see Crupi (2020).
26 Raven, Blackbird, and T-shirt involve ordinary color predicates whereas Examiner involves the

more superficial property of getting a particular grade. However, Examiner could be reformulated
as a case where a subject throws a dice to determine which color a certain set of objects should
be or a group of persons should wear. Moreover, the kinds of objects in the discussed cases are of
different types, Raven and Blackbird involve natural kinds whereas T-shirt and Examiner do not.
However, I do not see any reason why induction should not be applicable to different types of
objects.

27 Knowledge can be based on inductive reasoning and inductive justification of different strengths.
There might exist a threshold that these inductive strengths must exceed to be able to constitute
knowledge, but determining such a threshold is not crucial for the purpose of this paper.
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also as non-backtracking. However, in any case we acquire an unsatisfactorily
heterogeneous picture. Suppose first that counterfactuals can only be non-
backtracking. Presumably, temporal induction always provides insensitive
beliefs, given a non-backtracking analysis of counterfactuals as in Blackbird
and T-shirt. However, some instances of enumerative induction can yield sen-
sitive beliefs, e.g. Examiner, but some others not, e.g. Raven. Thus, according
to a sensitivity account of knowledge, S does not know in Raven, Blackbird,
and T-shirt but knows in Examiner, given that counterfactuals can only be
non-backtracking.
This result is counterintuitive since the epistemic position of the subject is

intuitively equally good in all four cases. Suppose now that counterfactuals can
be backtracking. In this case, Examiner, Blackbird, and Scenario 1 of T-shirt
yield sensitive beliefs, but Raven and Scenario 2 of T-shirt yield insensitive
beliefs. Again, sensitivity accounts of knowledge are committed to accept that
the subjects know in the first three cases but not in the latter two.
Thus, in both cases of backtracking and non-backtracking theories of coun-

terfactuals, some processes of induction yield sensitive beliefs but some others
insensitive beliefs. Hence, sensitivity accounts of knowledge deliver in both
cases an implausibly heterogeneous picture of inductive knowledge.28 In
both cases, we know via some instances of induction but do not know via
some other instances. This heterogeneous picture is no less problematic than
the orthodox view, dominant so far, that sensitivity accounts of knowledge
preclude us from any kind of inductive knowledge.
These results affect extant pessimistic and optimistic accounts of sensitivity

in various ways. The orthodox view about sensitivity and induction is based on
cases of insensitive inductive beliefs that plausibly constitute knowledge, as
presented by Vogel (1987, 1999) and Sosa (1999). The popular generalization
of these cases has it that any instance of induction yields insensitive beliefs
and that we cannot have any inductive knowledge according to sensitivity
accounts of knowledge. This generalization is incorrect. However, Vogel and
Sosa mainly aim at arguing against sensitivity accounts of knowledge by

28 We can directly derive the heterogeneity of knowledge from the heterogeneity of sensitivity only
if sensitivity is not only necessary but also sufficient for knowledge. However, various sensitivity
accounts of knowledge, for example, those of Nozick (1981) and Becker (2007), assume that
sensitivity is only necessary. These accounts defend further conditions such as adherence (Nozick)
or reliability (Becker), but these conditions are fulfilled by induction. Hence, inductive knowledge
is determined by the sensitivity of induction. These accounts are thus also committed to accepting
the heterogeneity of inductive knowledge.
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presenting counterexamples of insensitive knowledge via induction. This goal
can still be reached by pointing out that sensitivity accounts of knowledge
imply that we do not know in some (paradigmatic) instances of induction that
plausibly yield knowledge.
Becker (2007) accepts that induction yields insensitive beliefs but argues

that this does not pose a serious problem since we can still acquire knowledge
about the probability of the target proposition.29 This is already problematic
since knowledge via induction seems highly plausible. Becker suggests that
any instance of induction provides insensitive beliefs. What he should say is
that in some cases of induction, we have knowledge of the target proposition,
but in some very similar cases, we only have knowledge about the probability
of the target proposition. This outcome is too heterogeneous to be plausible
and, thus, not more convincing than Becker’s original conclusion.
Wallbridge (2018) claims that inductive knowledge is sensitive, given that

we accept backtracking counterfactuals in some contexts, or at least he leaves
the reader with the challenge of presenting cases of insensitive induction. He
suggests that we should not exclude backtracking counterfactuals in evalu-
ating modal knowledge conditions like sensitivity or safety. In this respect,
Wallbridge’s analysis advances the existing debate about sensitivity and induc-
tion. However, he does not tell the whole story about sensitivity and induction
since his challenge of finding instances of insensitive induction can be easily
met. Moreover, sensitivity is not a matter of backtracking or non-backtracking
interpretations of counterfactuals, as he suggests, since there are cases of
sensitive induction and cases of insensitive induction for backtracking and
non-backtracking interpretations.
Thus, sensitivity accounts of knowledge do not face the problem of preclud-

ing us from any inductive knowledge, as the orthodox view suggests, nor is it
true that induction typically provides sensitive beliefs, as Wallbridge argues.
Rather, some processes of induction yield sensitive beliefs whereas some very
similar processes yield insensitive beliefs. Given this heterogeneous outcome,
I do not see how a sensitivity account of knowledge can plausibly integrate a
theory of inductive knowledge.
At this point, adherents of sensitivitymight stick to their guns and claim that

the acquired results about inductive knowledge are correct, since a sensitivity
account of knowledge is correct, even though these results seem implausi-
ble at first sight. Nozick (1981) himself frequently endorses a similar line of

29 For a discussion, see Roush (2005, 66) who defends a similar view as Becker.
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argumentation, as when he argues that knowledge does not transmit via con-
junction elimination, a principle that is highly plausible.30However, such lines
of argumentation are usually regarded as a vice of Nozick’s account rather
than virtue. Even adherents of sensitivity usually do not choose this strategy
when defending sensitivity accounts of knowledge. For example, DeRose
(1995) and Roush (2005) develop sensitivity accounts that avoid Nozick’s
implausible consequences of closure failure and Adams and Clarke (2005)
defend Nozick’s account against Kripke’s (2011) objection by arguing that
in Kripke’s particular case knowledge closure is not violated. None of these
defenses of sensitivity simply claim that the reductio arguments against sen-
sitivity accounts fail because their highly counterintuitive consequences are
the correct ones. This strategy is not more plausible in the case of induction.
The state of the discussion about sensitivity and induction has evolved as

follows. Sosa and Vogel started the discussion by arguing that sensitivity pre-
cludes us from any kind of inductive knowledge, or at least from paradigmatic
instances of inductive knowledge. Wallbridge objected that inductive beliefs
are typically sensitive, providing a rejoinder to the cases presented by Sosa
and Vogel. We have seen that neither of these positions is correct, pointing
out instead that the relationship between sensitivity and induction is actually
quite heterogeneous.
Interestingly, this development resembles the development of the discus-

sion concerning sensitivity and higher-level knowledge, another purported
challenge to sensitivity accounts of knowledge. Sosa (1999) and Vogel (2000)
pointed out that one’s beliefs that one does not falsely believe that 𝑝 are in-
sensitive. From this, Vogel concludes that sensitivity accounts of knowledge
preclude us from any kind of higher-level knowledge while Sosa argues that
this fact leads to implausible instances of closure failure since one can know
that 𝑝 without knowing that one does not falsely believe that 𝑝. Becker (2007)
and Salerno (2010) respond to these concerns, pointing out that beliefs in
weaker propositionswith the formal structure¬(B(𝑝)∧¬𝑝) are insensitive but
beliefs in the stronger propositions with the formal structure B(𝑝) ∧𝑝 or B(𝑝)
∧¬¬𝑝 can be sensitive. They conclude that we can have the relevant kind of
higher-level knowledge according to sensitivity accounts. In Melchior (2015),
I argue that the outcome that we know stronger higher-level propositions
but fail to know weaker higher-level propositions is too heterogeneous to be

30 Hawthorne (2005) calls knowledge by conjunction elimination “incredibly plausible.”
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plausible, calling this the heterogeneity problem for sensitivity accounts.31
Sensitivity does not preclude us from all inductive knowledge, nor does ev-
ery instance of induction yield sensitive beliefs. In fact, some instances of
induction yield sensitive beliefs, but very similar processes of induction lead
to insensitive beliefs. We face a further instance of the heterogeneity problem
for sensitivity accounts of knowledge when it comes to sensitivity and induc-
tion. This supports the view that heterogeneity, along different dimensions,
is a characteristic feature of sensitivity and a more systematic problem for
sensitivity accounts of knowledge.32

4 Conclusion

The orthodox view about sensitivity and induction has it that induction al-
ways delivers insensitive beliefs. Critics conclude that sensitivity accounts
of knowledge are mistaken. Adherents of sensitivity accounts also assume
that induction is homogeneous with respect to sensitivity. Becker accepts
that any instance of induction is insensitive but argues that we still can have
knowledge about the probability of the target proposition via induction. Wall-
bridge, in contrast, claims that induction yields sensitive beliefs. A careful
analysis reveals more differentiated results. Some instances of induction yield
sensitive beliefs but some instances in the neighborhood yield insensitive
ones, regardless of whether we interpret counterfactuals as backtracking or
non-backtracking. Sensitivity accounts of knowledge must, therefore, accept
that we can know in some instances of induction but in very similar ones
we cannot, although the epistemic situations of the believing subjects are
intuitively equally good. These results are too heterogeneous to provide a
plausible picture of inductive knowledge in terms of sensitivity.*

31 For an objection to the heterogeneity problem, see Wallbridge (2017), and for a response, see
Melchior (2017). For a related generality problem for higher-level knowledge, seeMelchior (2014).
For solutions to the heterogeneity problem, see Zalabardo (2016) and Bjerring and Gundersen
(2020).

32 InMelchior (2019), I develop a sensitivity account of checking, arguing that sensitivity is necessary
for checking while it is plausibly not necessary for knowing. I defend this view by showing that
the proposed sensitivity account of checking is not equally affected by problems of sensitivity
and induction as sensitivity accounts of knowing.

* An earlier version of this paper was presented at the 2018 Joint Session of the Aristotelian Society
and Mind Associate Conference in Oxford. I am thankful to the audience for their suggestions,
to Martina Fürst for insightful discussions, and to Wes Siscoe and three anonymous referees for
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Review of Imhof (2014)

Ulrich Schwabe

Fichte’s philosophy is still among the darkest of the German-language tra-
dition. One approach to understanding it is through Kant’s Critique of Pure
Reason and the discussion that followed it. In his study, Der Grund der Subjek-
tivität, Silvan Imhof follows this path—and with resounding success. Imhof
shows how Fichte’sWissenschaftslehre can be understood as the preliminary
endpoint of a discourse that was essentially concerned with overcoming skep-
tical arguments. Already Kant’s Critique of Pure Reason can be understood in
that way. In particular, in theTranscendental Deduction of the Pure Concepts of
the Understanding, Kant tries to fend off Hume’s attacks on the legitimacy of
central concepts such as causality and substantiality. Kant’s attempt, however,
remained inadequate according to the diagnosis of some contemporaries such
as S. Maimon andG.E. Schulze. This motivated first Reinhold, and then Fichte
to search for a foundation of philosophy that is in fact indubitable. Fichte’s
Wissenschaftslehre can thus be understood, according to Imhof’s central the-
sis, as an attempt to overcome skeptical objections from the post-Kantian
discussion.
Imhof substantiates this thesis by tracing the discourse leading from Kant’s

Transcendental Deduction of the Pure Concepts of the Understanding (=“TD”)
to Fichte’sGrundlage der gesamtenWissenschaftslehre (=“GL”). This discourse
is curiously shaped by a misunderstanding that Maimon commits in his
interpretation of Kant’s TD. Namely, as Imhof demonstrates, Maimon believes
that Kant’s TD takes its beginning from the fact of experience, without further
substantiating it. It is this dogmatic assumption of the fact of experience that
Maimon criticizes, claiming that such a fact is not a suitable starting point
for a TD, because it is dubitable. However, according to Imhof, this criticism
misses Kant’s point, since his TD does not start from the fact of experience,
but rather from subjects having ideas (= “Haben von Vorstellungen”).
Although Maimon’s skeptical critique is based on a misunderstanding,

Reinhold is so impressed by it that he sets out to find a new basis for a tran-
scendental deduction.He finds one in his theoremof consciousness, according
to which in consciousness the ideas are related to subject and object and are

465



466 Ulrich Schwabe

distinguished from both. But even this theorem is not suitable as a basis for
a transcendental deduction, as first Schulze and then Fichte note. For it ex-
presses a mere fact. But facts can always be doubted. Thus, Reinhold’s search
for an indubitable basis also fails.
Fichte’s GL now begins at this point of discussion. Its fundamental insight,

according to Imhof, is that because every fact can be doubted, a skepticism-
resistant philosophy must be built on something other than a fact. Fichte
finds this other in the self-positing (“Selbstsetzung”) of the I, which he con-
ceives as “Tathandlung” (“fact-action” or “(f)act”). Fichte claims in Imhof’s
reconstruction that this Tathandlung has a special character, which makes it
indubitable.
With the conception of the Tathandlung, Fichte overcomes the weaknesses

of Reinhold’s attempt at a foundation of philosophy. But how does Fichte’s
foundation of philosophy relate to Kant’s TD? Since Reinhold’s attempt, and
with it its improvement by Fichte, is based onMaimon’s wrong understanding
of Kant, the question arises whether Fichte improves Kant’s TD at all if prop-
erly understood. At first glance, this is not the case. For, Imhof argues, Kant
already succeeded in building his TD on a foundation resistant to skepticism,
namely on the mere having of ideas, which is expressed in Kant’s phrase of
the I think that must be able to accompany all my ideas. The indubitability
of the mere having of ideas is conceded at least by skeptics like Hume and
Schulze. Thus, it seems at first as if Kant’s TD already stands on a secure
foundation and therefore needs no improvement by Fichte.
But this view is wrong according to Imhof. For although Kant’s TD starts

from an indubitable foundation, it still fails. The reason for this is that Kant
elaborates this foundation incorrectly: The having of ideas refers to a subject.
Therefore, an adequate conception of the having of ideas requires an accurate
theory of subjectivity. However, Kant does not provide such a theory. Its devel-
opment is hindered by Kant’s dogma of the strict separation of sensibility and
understanding. This dogma prevents Kant from conceptualizing subjectivity
by means of the figure of intellectual intuition. Because Kant refuses to resort
to that figure, he arrives at an inconsistent characterization of subjectivity: on
the one hand, the subject is conceived as a transcendental entity, which cannot
appear sensually and therefore cannot be an object of insight. On the other
hand, Kant speaks of an empirical subject that appears in the inner sense.
According to Imhof, what one has to do with the other remains completely
unclear in Kant.
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Fichte overcomes this conceptual weakness by characterizing the subject
through the figure of intellectual intuition. Since the subject is the basis
both of understanding and of sensibility, it seems obvious that it must be the
union of these two faculties, and this union is nothing other than intellectual
intuition. Fichte does not yet express this thought in the GL, but all the more
emphatically in his “Versuch einer neuen Darstellung der Wissenschaftslehre”
of 1797.
With this revised understanding of the subject, Fichte now succeeds, ac-

cording to Imhof, in actually finding a basis for philosophy that is resistant
to skepticism. The further progress of theWissenschaftslehre then consists
in nothing else than deriving a multitude of central concepts of philosophy
from this basis.
By tracing the philosophical development from Hume through Kant, Mai-

mon, Reinhold, and Schulze to Fichte, Imhof provides the reader with a
historical approach to Fichte’sWissenschaftslehre. However, in order to make
it plausible that Fichte’s philosophy can indeed be seen as overcoming its
historical predecessors, Imhof also offers systematic reconstructions of central
pieces of Kantian and Fichtean philosophy. It is primarily these systematically
oriented exegetical offerings that make Imhof’s study so particularly valuable.
One such offer is Imhof’s proposal to understand Fichte’s self-positing of
the I centrally as an intentional act, and thus to view theWissenschaftslehre
as a theory of intentionality. Another innovative idea in Imhof’s reconstruc-
tions is the way in which Imhof derives the indubitability of the Tathandlung
from an interpretation of positing. Imhof understands positing—following
Strawson—as the presupposition of the subject in a sentence. Such a pre-
supposition is found in every ordinary statement of the form “𝑥 is an 𝐹”. In
such a statement it is presupposed that there exists an 𝑥 to which 𝐹 can be
attributed. The statement itself, however, cannot ensure the fulfillment of
this presupposition. Imhof now understands the self-positing of the I as that
specific presupposition that guarantees its own fulfillment. Thus, because in
the self-positing of the I a proposition is established whose content is real by
virtue of merely being thought, the self-positing is indubitable.
Imhof’s project is highly ambitious in both historical and systematical terms.

Historically, by discussing Kant’s TD and Fichte’s GL Imhof treats two of the
most difficult texts that the philosophical tradition has to offer. Systematically,
Imhof not only reconstructs the central ideas of these texts, but also examines
their validity. What is admirable is Imhof’s argumentative concentration: he
does not lose himself in out-of-the-way exegetical battles, but consciously
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highlights core elements of Kant’s and Fichte’s argumentations. As a result,
Imhof’s reflections achieve exemplary clarity and stringency.
It is in the nature of such an ambitious undertaking that it is not immune

to further inquiries. One question concerns Imhof’s thesis that Fichte in
hisWissenschaftslehre is essentially concerned with overcoming skepticism.
This thesis would suggest itself if Fichte succeeded in such an overcoming.
Imhof argues that he does, since the Tathandlung is a skeptic-resistant basis
of philosophy. However, Imhof does not make it fully clear why this should
be the case: first, it remains unclear in Imhof’s reconstruction whether the
foundation of theWissenschaftslehre is supposed to be the performance of
the Tathandlung, or the description of such performance. In the first case,
the assumption of immunity to skepticism might be convincing, because
only statements or propositions, but not actions, can be doubted. Usually,
however, philosophical systems are regarded as networks of propositions. But
only the description, not the performance, of an action can be a proposition.
This suggests that theWissenschaftslehre starts with the description of the
Tathandlung. But then it is hard to see why such a description should not be
exposed to skeptical objections in the same way as the description of a fact.
For example, it can be doubted that anything at all corresponds to Fichte’s
descriptions of the Tathandlung. Such a doubt even suggests itself in certain
respects, for these descriptions contradict familiar patterns of thought to
such an extent that it is difficult to imagine how anything could correspond to
them.Thus, despite Imhof’s interpretations, it remains unclearwhether Fichte
actually succeeds in finding a skeptic-resistant foundation of philosophy.
If this is uncertain, the question arises as to whether Fichte actually aimed

for immunity to skepticism with the vigor that Imhof attributes to him.
Imhof’s interpretation may well draw on relevant quotations from Fichte.
However, there are also passages in Fichte’s works that point in a different
direction. In the introduction to theWissenschaftslehre nova methodo, for ex-
ample, Fichte points out that, at least in real life, no human being ever doubts
the reality of the external world. Nevertheless, a foundation of the external
world is necessary. But not because skepticism poses a serious threat to our
belief in the external world. It is necessary solely because with skepticism
our thinking is in danger of colliding with the obvious fact of the reality of
the external world. Such a collision would be a scandal to reason. Thus, a
foundation of our belief in the external world is necessary to save confidence
in our reason, but not to save our belief in the external world. The goal of such
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a foundation, then, is to reconcile reason with itself, not to escape skeptical
threats.
Accordingly, it is not entirely evident that Fichte’s conception of subjectiv-

ity springs essentially from the attempt to meet skepticism. Imhof believes
that Fichte’s conception of subjectivity escapes skeptical objections to which,
among others, Reinhold’s system fell victim. These objections point out that
even if something must necessarily be thought, it need not be real. According
to Imhof, the essential point of Fichte’s conception of subjectivity is that it
refutes this objection. It does so by conceiving of subjectivity as something
that is necessarily real if it is only thought.
However, Fichte is not forced to respond to such skeptical objections with a

special conception of subjectivity. Rather, he can assert more broadly against
these objections that they are based on false presuppositions: they presuppose
that something could not exist even though it must be regarded as existent by
necessity of thought. But this presupposition could be wrong because reality
could be in its essence nothing else than a certain form of necessity of thought.
This is exactly how Fichte conceives reality when he reconstructs it as the
boundedness (“Gebundenheit”) of our thinking. The external world arises
through the reification of this boundedness. Therefore, the objection that in
reality nothing could correspond to something we necessarily have to assume
fails to recognize that reality is only a reification of what we are bound to
think. Since this is so, everything that is contained in this boundedness must
be real. A skepticism resulting from the assumption that necessary thoughts
and reality could go different ways is to be met not by developing a special
form of subjectivity, but by clarifying the misunderstanding that underlies it.
But such considerations show no more than that even Imhof cannot clear

up all ambiguities with respect to Fichte’s philosophy. What he does succeed
in doing, however, is tomake an extremely plausible and well-comprehensible
offer for understanding Fichte’s philosophical approach. And this alone is an
achievement of inestimable value in the case of an author like Fichte.

Ulrich Schwabe
ulrich.schwabe@uni-tuebingen.de

Imhof, Silvan. 2014. Der Grund der Subjektivität. Motive und Potenzial von Fichtes
Ansatz. Philosophica n. 15. Basel: Schwabe Verlag.
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Toni Rønnow-Rasmussen

Ideally, this book will not go under the radar of metaethicists who wish to
deepen their views on metaphysics. Nor, for that matter, should metaphysi-
cians who want to develop their metaethics ignore it. Both are in for a treat.
That said, its 300 pages or so could have been parcelled in a more reader-
friendly way. The chapters are long (one runs to over 70 pages) and dense
with information and argument, and there is also no index. This makes for a
challenging reading experience. However, these are but pimples and blem-
ishes. Lutz has written an otherwise impressive and captivating work. It will
amply reward colleagues who are ready to roll up their sleeves and scrutinize
new and familiar views on supervenience, grounding, and the in-virtue-of
relation.
Good InVirtueOf has six chapters. The firstmainly summarizes the author’s

objectives, themost central of which pertains to the following question: “What
kind of relation is this ‘in-virtue-of’ or ‘making’ relation that holds between the
instantiation of other properties and the instantiation of a certain normative
property?” (Lutz 2016, 2).
The final chapter recapitulates Lutz’s main conclusions. Chapters 2–5, then,

are the real body of the work.
In Chapter 2 Lutz develops the intuition, familiar to moral philosophers,

that evaluative properties do not, as she puts it, obtain “brutally”.Much should
be of interest here to metaethicists. For instance, Lutz’s take on the formal
features of the in-virtue-of relation is illuminating. I particularly enjoyed her
discussion of Väyrynen’s argument against the transitivity of the in-virtue-of
relation (albeit I am not sure I fully agree with her). However, the chapter
also reveals important scope restrictions and assumptions informing Lutz’s
discussion. Let me mention just two. First, in her attempt to understand the
in-virtue-of relation she confines herself to evaluative (rather than norma-
tive) properties. Second, she assumes moral realism, because “if there are no
evaluative properties at all, or if there are at least no instantiated evaluative
properties at all, then the desired relation never obtains” (Lutz 2016, 16). Thus,
we need, she thinks, to accept some version of moral realism, since otherwise
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there would be no in-virtue-of relation in the first place. Is this right? It would
seem so: “no relata no relation” is an important truth. However, things may
be less straightforward. For instance, the issue depends on how one regards
a certain kind of conditional fact. If there are these peculiar facts, and they
obtain in virtue of some other facts, then, I think Lutz is mistaken.1 Some-
what ironically, the required adjustment would have made her book more
interesting to a wider readership. For then it would not only be realists, with
their commitment to the idea that evaluative properties are instantiated, who
would gain from learning more about her approach to the desired in-virtue-of
relation. An example of the kind of fact I have in mind is that some object
is good on condition that goodness is instantiated.2 If there are such peculiar
facts, which do not depend on, or require, if they are to obtain, that, goodness
is ever actually instantiated, we might wonder: In virtue of what do these
obtain? To answer that question, we need a grip on what this relation is all
about, and I think Lutz’s book is an excellent starting point for this.
Chapter 3 is a penetrating inquiry into why supervenience cannot be the

desired in-virtue-of relation. A small caveat is in place here. At the outset, I
had some problems following Lutz’s setup. I suspect they were age-related.
Long ago, I was trained to regard supervenience as something other than
merely strict covariance between evaluative and natural properties.3My guess
is that, for many philosophers of my generation, what we had in mind all the
time was a relation of dependency—one we often expressed by employing
the in-virtue-of idiom. Admittedly, much has been said about supervenience,
some of which points in various different directions. Lutz is perfectly aware
of this. She maintains, then, that there is an important line of thought which
conceives of supervenience, precisely, as covariance. As she argues at length,
the in-virtue-of relation cannot merely boil down to covariance. She points
to several reasons for this, the most important being that the in-virtue-of
relation is one of determination and metaphysical priority while the relation
of covariance is not.
I can’t help wondering whether some of the issues relating to whether

supervenience/grounding is the desired in-virtue-of relation may turn out to

1 I should add here that according to Lutz, nothing much hinges on whether we talk about
properties or facts (Lutz 2016, 147–148). I am inclined to agree. However, in light of my example
in the main text, she might change her view on this.

2 For more on this kind of fact, see Rønnow-Rasmussen (2016).
3 Lutz is aware that not everyone in the past considered supervenience mere covariance. E.g. see
Lutz (2016, 82).
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be verbal in character. For instance, I believe thatmany of those in the pastwho
were thinking of supervenience as covariance had a special kind of covariance
in mind—namely, a one- and not a two-way direction of covariance. I suspect
they would argue that their accounts express a kind of metaphysical priority.
As Lutz herself points out, many philosophers recognize the phenomenon of
multiple supervenience bases, and for those who accept this supervenience
qua covariance will in effect be a one-direction variance: it will not be the case
then that, necessarily, if something instantiates, say, goodness, it instantiates
the natural property 𝑁. Is this a way of expressing determination of some
sort? I know people who believe it is. Whether or not we agree with them, I
am inclined to concur with Lutz that there is more to the in-virtue-of relation
than covariance. At all events, this is an impressive chapter in which Lutz
shows how well-versed she is in the relevant literature. In fact, she spreads
metaphysical and metaethical insights better than a farmer spreads seed, and
her illuminating comments and arguments make for a most worthwhile read.
I thoroughly enjoyed the discussion.
On top of what I have already referred to, in an extensive excursus Lutz

serves the reader a buffet of core realist metaethical views (and, not least,
some of the challenges they face). You get the sense that you are in the hands
of an excellent chef who carefully points out that, however appetizing these
dishes may seem to you, they all contain ingredients that make them more
or less difficult to digest. Lutz does not take a stand and state which realist
view she endorses. Some might believe this to be a fault on her part. I had
no problem with it, mostly because I found her discussion thorough and
highly informative. Readers familiar with metaethics will also appreciate
her decision not to beat around the bush, and to directly address the core
issues. The facility and clarity with which she unwraps numerous complex
issues made me envious. For instance, I suspect her discussion of the alleged
identity of value properties and natural properties will be illuminating for
many readers, whether they are metaethicists or metaphysicians. Should we,
for instance, maintain that the instantiation of an evaluative property is token-
identical with the instantiation of a natural property? Lutz is wary of such a
position because she takes it to imply a trope theory of properties. She regards
the trope theory as highly controversial (Lutz 2016, 100–101). Personally, I
wish she hadn’t set it aside quite as swiftly.
So-called “response theories” also come under Lutz’s powerful lens. Again,

without much ado, she quickly goes to the central problems and identifies
the challenging questions. I’m not sure I always agree with her on the weight
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she places on some of her worries. I also think there are responses to some of
the challenges she raises that appear in work with which she is apparently
unfamiliar. But this shouldn’t detract from the fact that she provides a concise
account of the main issues surrounding response theories. She categorizes
different so-called Fitting-attitude (FA) analyses as response theories. I think
this is misleading. She also believes that an FA analysis must identify the
subject for whom it is fitting to favour something, and that this should be a
matter of concern for the FA analyst. It is a worry shared by many. However,
I am less troubled by it. Arguably, if you cast the FA account in terms of pro
tanto reasons, there is no need to specify the subject when something is, say,
admirable, if you think (real or possible) subjects who can respond to pro-
tanto reasons are capable of admiring something. I also think that attempts to
understand goodness, period, as problematic unless it is understood as a kind
of relational goodness-for-someone (or vice versa) rest on mistaken views on
goodness, period, and goodness-for (see Rønnow-Rasmussen 2021).
Chapter 4 presents a long and detailed discussion packedwithmetaphysical

minutiae of the notion of grounding. It asks whether we should apply the
grounding framework to evaluative facts and eventually settle on grounding
as the in-virtue-of relation.
So should we? Lutz does not aim to provide a definitive answer, but she

argues that grounding is a plausible candidate as the in-virtue-of relation.
Why?The swift answer is that itmeets the following criteria: “it is a non-causal,
metaphysical determination relation which imposes hierarchical structure on
reality” (Lutz 2016, 178); it introduces metaphysical priority. However, Lutz
is explicit that she is not giving a “full-blown defence of grounding in this
chapter” (Lutz 2016, 135). As far as I can see, this defence is not provided in
the remaining chapters.
But what is grounding? Lutz identifies two core notions in the literature.

The one she is attracted to is (somewhat puzzlingly) not the one she adopts.
She sticks with the less controversial variety, which identifies grounding with
metaphysical explanation (rather than with what is identical to the “relation
that backsmetaphysical explanation” (Lutz 2016, 144). Despite its beingwidely
employed nowadays, metaphysical explanation is, to say the least, far from
being a transparent notion. For one thing, it is debatable whether reality
contains explanation relations on its own—as opposed to there being merely
people who offer explanations of things the success of which is conditional,
in part, on the way the person who is given an explanation understands
it. The last kind of explanation is an epistemic success notion. Attempts to
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understand grounding in terms of metaphysical explanation are therefore
challenging. Lutz’s attempt to meet the challenge is certainly laudable.
Things heat up when Lutz begins to outline the formal properties of ground-

ing. Besides agreeing that grounding is an asymmetric, transitive, and hyper-
intensional relation, Lutz stands with those who conceive of grounding as an
irreflexive relation: if 𝑥 grounds 𝑦, then 𝑥 and 𝑦 are non-identical. If 𝑥 and 𝑦
are not identical, it seems that 𝑥 cannot be reduced to 𝑦 (or vice versa, for that
matter). Or so Lutz thinks. However, as Gideon Rosen (2010) has argued, that
is not an uncontroversial inference. For, briefly, if we conceive of reduction
as a relation between facts, reducing one fact to another is not a matter of
identifying the one with the other.
The idea that you cannot reduce something to that to which it is identical

will, I suspect, appear plausible to some, perhaps many, of Lutz’s readers.
However, she maintains that it requires a fine-grading of facts (something
she resists). For instance, consider the fact that 𝐴𝐵𝐶𝐷 is a square. On the
fine-grained approach, it would not turn out to be identical with the fact that
𝐴𝐵𝐶𝐷 is an equilateral rectangle. Against this, Lutz (in line with Paul Audi’s
(2012) critique) suggests that the approach is committed to a “wordy” instead
of “worldly” view of facts. She makes two important points in this connection.
First, she rightly stresses that “grounding and reduction can only go together
if one adopts a different conception of reduction to what we might call the
identity conception” (Lutz 2016, 152). Second, she makes it clear (Lutz 2016,
153) that she is not ready to do the latter. She accepts an identity conception,
and “hence grounding and reduction excludes each other” (Lutz 2016, 153).
This is, of course, an important statement in the book. Unfortunately, she
is not terribly forthcoming with the reasons for her choice, and so readers
might feel shorth-changed at this point. In all fairness, the issue is a tricky
one. However, because I believe we can explain value most successfully with
a combination of worldly and wordy facts,4 I am inclined to side against Lutz
on this matter. On the other hand, given that what we are talking about here
is “metaphysical explanation”—a notion the conceptual contours of which
are still very much in need of clarification—I do wonder whether retaining
an open mind on this matter would have been preferable.
Lutz is open-minded on other issues. For instance, there is an important

discussion in the grounding literature of the idea that metaphysical necessity

4 See Rabinowicz and Rønnow-Rasmussen (2021) (esp. the discussion of two kinds of fact on
pp. 2479–2480).
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is what distinguishes grounding from causal relations. If a fact, 𝑝, grounds 𝑞,
is it the case that necessarily (metaphysically speaking) if 𝑝, then 𝑞? While
so-called necessitarians affirm this, contingentists deny it. This is a vexed
issue, and if we are to make headway with it, as Lutz elegantly shows (Lutz
2016, 155–166), we will need a clearer picture of what we have in mind by
“metaphysical explanation”. I find it easy to agree with Lutz, and therefore I
think her openness on this issue is understandable.
Another question about grounding that Lutz addresses with care is whether

it is non-monotonic. Non-monotonicity guarantees that grounds do not con-
tain arbitrary facts. Whatever is in the ground is part of what makes the fact
ground some other fact. This is an important feature, but it is also not obvi-
ous how we should understand it. In metaethics, for instance, it is common,
following Dancy, to distinguish between a value’s resultance (base), which
contains only those properties of the value bearer that make it valuable, and
the supervenience base, which is understood as a larger base containing all the
facts on which the value, in a broad sense, depends (Dancy 2004). The larger
base may contain so-called enablers, which are facts (or features) that enable
other facts (or features) to be value-making. Dancy typically takes enablers to
be facts about the context in which the valuable object is located. However, as
Rabinowicz and I have recently argued (Rabinowicz and Rønnow-Rasmussen
2021), enabling facts need not be facts of this sort. Consider, admirability. The
explanation of this kind of value seems to require us to refer to those features
that make the object admirable (valuable) and those that enable the properties
of the value bearer to be value-making. In this particular case, these are in
part the features that make an attitude one of admiration, and facts about
these essential features are arguably “wordy” (conceptual) facts.
This discussion raises some fundamental meta-questions. To what extent

should we allow our metaphysical views and intuitions to govern our value-
taxonomic views? Should we perhaps adjust our metaphysics in light of our
value notions? There are convincing arguments in the literature that not every
final value is an intrinsic value (and even that not every final intrinsic value
accrues to its bearers in virtue of features that necessarily belong to the value
bearers). This suggests that the grounds of final extrinsic values may, in one
sense of “arbitrary”, contain arbitrary facts. It is perhaps to ask too much of an
already rich book, but it would have been enlightening to read about Lutz’s
views on these meta-issues.
One of the many strengths of Chapter 4 is that it brings out the ways in

which arguments in the metaphysical literature correspond to arguments that

Dialectica vol. 75, n° 3



Review of Lutz (2016) 477

are discussed by metaethicists, and vice versa. Thus, in her overview of the
metaethical holism-atomism debate (Lutz 2016, 166–178), Lutz finds interest-
ing similarities with metaphysical debates over necessitarianism. Perhaps she
is even right in thinking that this resemblance is an indication that her quest
for the in-virtue-of relation within the grounding framework is on the right
track.
The grounding framework comes, she thinks, with an important extra

advantage. Since there is so much grounding about (as it were) that does not
concern the evaluative, or the normative, at all, realists are handed a response
to Mackie’s queerness objection—namely, that there is nothing queer about
grounding. Lutz advances the following argument (Lutz 2016, 179):

(P1) The in-virtue-of relation is a grounding relation
(P2) The grounding relation is ubiquitous in our world; we know

it from many other philosophical contexts, and hence it is
not metaphysically queer.

(C) PaceMackie, the in-virtue-of relation is not a metaphysical
queer relation.

Lutz identifies two related problems with her argument (Lutz 2016, 180).
First, if there are different kinds of grounding, the worry is that grounding
qua the in-virtue-of relation might still come out as queer in comparison
with other kinds of grounding. For instance, we might follow Kit Fine and
distinguish different kinds of grounding in terms of metaphysical, normative,
and natural necessity (Fine 2012). So if value has a normative grounding (is
grounded in normative necessity) it might be regarded as queer in compar-
ison with metaphysical grounding. Lutz is not really worried, though. She
is sceptical about enriching the notion of necessity beyond conceptual and
metaphysical necessity. Whether or not we agree with her, there may yet be
other kinds of grounding. For instance, if I have understood her properly, she
takes grounding to be factive. That is, she assumes that it is impossible for
grounding to be exemplified when the relata of the grounding relations are
not facts. This is a reasonable view, but since grounding eventually comes
down to metaphysical explanation, why couldn’t there be such explanations
when we consider abstract entities that do not obtain? (Admittedly, this would
require some work on how best to understand relations).
The second difficulty Lutz raises centres on scepticism about the grounding

relation in the first place. In effect, she identifies three kinds of scepticism:
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one can be a sceptic about the primitiveness, and/or intelligibility, and/or use-
fulness, of grounding. However, after discussing these varieties, she assumes
they can all be resisted. She reminds us that her aim is to show that using the
framework of grounding leads to interesting insights in metaethics, and that it
is not her intention to “establish and defend this framework” (Lutz 2016, 183).
Interestingly, Lutz’s assumption that scepticism about grounding fails seems
to backfire. Ultimately, isn’t the need for this assumption just an expression
of scepticism? Perhaps I am wrong. However, some of the things that Lutz
herself recognizes appear to open the door to a sceptical conclusion.While it is
certainly conceivable that someone with strong “grounding intuitions” would
reach (C), one can also easily imagine error theorists being unconvinced by
the argument. From what I know about Mackie’s queerness argument, and
in particular why he thought the nature of supervenience provides a strong
incentive to be a sceptic about it, I would expect him to reason in the following
way. We do not quite know what metaphysical explanation is (something that
Lutz acknowledges), and therefore we do not quite know what grounding is.
Hence we do not quite know that (P1) is correct, and for this reason, we do
not quite know that (P2) is correct. It would therefore be a mistake not to be
sceptical about grounding, so we should not endorse (C).
Another challenge to the argument comes from the idea that grounding

is not the only kind of metaphysical relation that can be identified with the
elusive in-virtue relation. Lutz discusses the following three alternatives in
detail: composition, constitution, and realization. She rejects the first two of
these proposals. Composition is not a relation of priority, as the in-virtue-of
relation is, and constitution is either an identity relation or, more plausibly,
in effect boils down to composition (implying that that which is doing the
constituting is part of that which is constituted). If it is neither of these things,
then it is a sui generis relation which, very probably, we cannot invoke as
the in-virtue-of relation, if we are to make progress with Mackie’s scepticism
(Lutz 2016, 194). Having compared what has been said about grounding
with the ways in which realisation is generally characterized, Lutz draws the
conclusion that realisation is a subspecies of grounding (Lutz 2016, 200).
Some metaethicists have explored a relation that seemed to be absent from

Lutz’s discussion. It goes back at least to a paper by Rabinowicz and Österberg
(1996) in which it is suggested that what value subjectivists have in mind
by value is something that is “constituted” by the non-cognitive attitudes of
subjects. However, it is clear that what is meant here by constitution is not
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what metaphysicians generally have in mind. Still, it is certainly a view that
can be interpreted as having metaphysical implications.
In Chapter 5, “The Explanatory Challenge Revisited”, Lutz turns her atten-

tion to two questions. Can grounding explain evaluative supervenience? Can
we explain why certain natural facts ground evaluative facts?
As we move further into the chapter, the metaphysical focus steps up an-

other notch, and it becomes quite clear that several tough challenges face
anyone wanting to apply the grounding framework—both about value and
about natural facts. Lutz probes deeply into metaphysics in her attempt to
develop her own answer to these questions, and the result is close to a meta-
physical tour de force. In carving out her position, she oscillates betweenmore
or less reasonable views about what the fundamental metaphysical entities
are. Frequently fascinating, at a few points the discussion also borders on the
puzzling. Some readers may struggle to follow it in places. This happened to
me a few times, but I always suspected that this showed I needed to think
harder about the issues I had begun to find puzzling.
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