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Avoid Avoiding the Wishful Thinking
Problem

Adam Patterson

The wishful thinking problem purported to be a new problem for pure
non-cognitivist expressivist views in metaethics in addition to the similar,
yet distinct, Frege-Geach problem. After a smattering of initial responses,
discussion of the problem has faded. One might think this is because the
responses were fatal, and the problem is not really a problem. I do not
think so. I aim to re-start discussion of the wishful thinking problem. I
do so by recasting it in terms of the distinction between propositional
and doxastic justification. Doing so is instructive, for it shows some of
the initial, prominent responses to the problem fail. The problem is thus
not as dead as one might otherwise think.

Consider two things. First, consider the distinction between propositional and
doxastic justification for some subject, S’s, belief that 𝑝. On one hand, S is
propositionally justified in believing that 𝑝 when S has sufficient reasons, R,
to believe that 𝑝. S’s belief that 𝑝 is justifiable, in other words. On the other
hand, S’s belief that 𝑝 is doxastically justified when S believes that 𝑝, given
(or on the basis of ) R (Silva and Oliveira 2024). That is, S’s belief that 𝑝 is
justified (Korcz 2000).1 The crucial difference is the basing relation: there is
a difference between having (available, or at hand) R to believe that 𝑝 and
actually believing 𝑝 based on R (Alston 1985). Second, consider the younger
cousin of the popular Frege-Geach problem for non-cognitivist, expressivist
meta-ethical views: the oft-neglected wishful thinking problem (Dorr 2002).
While the latter is about validity, the former is about justification. How are
these two things related?

The above distinction plays an important role in both characterizing the
problem and evaluating its proposed solutions. Yet few (if any) explicitly
acknowledge this. I remedy that here. Doing so is instructive, for as we will see,

1 Henceforth, “S justifiedly believes that𝑝” (and similar expressions) means the belief is doxastically
justified, and “S justifiably believes that 𝑝” means the belief is “propositionally justified.”
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2 Adam Patterson

understanding both the problem and its solutions with the above distinction
in mind reveals the ways that the responses fail. This is an interesting result,
for the problem is thus not as dead as it seems.

In section 1, I recast the wishful thinking problem in terms of two kinds
of justification. In section 2, I do the same for several prominent responses. I
also argue that they fail. In section 3, I conclude.

1 The Wishful Thinking Problem: Recast

Consider the following moral-descriptive2 modus ponens (Dorr 2002). Call it
the Liar Argument (Long 2016).3

Liar Argument

(P1) If lying is wrong, the souls of liars will be punished in the afterlife.
(P2) Lying is wrong.
(C) So, the souls of liars will be punished in the afterlife.

As we can see, moral-descriptive modi ponentes have as their major premise a
conditional claim. That conditional’s antecedent is a moral claim, whereas
the conclusion is a non-moral (descriptive) claim.

Now consider Edgar. Edgar is reasoning himself through the Liar Argu-
ment. The states of affairs as he does can be represented as follows (Dorr
2002, 98):

T1 Edgar’s belief that (P1) and ?(C) 4 are both doxastically justified. He
believes ¬(P2).

At T1, it seems irrational for Edgar to believe (C) for two reasons. First, it
is incoherent to believe that (C) given that he already justifiably believes
(P1)—on the basis of reliable testimony—and also believes that¬(P2). Second,
any belief that (C) at this time lacks propositional justification. Edgar, in fact,
right now has good reason to be ambivalent about (C) and is ambivalent
precisely because of those reasons (Dorr 2002, 98).

2 The “moral-descriptive” label is from Schroeder (2011).
3 Mabrito (2013) calls this “the damnation argument.”
4 The “?C” denotes ambivalence about C. I borrow this from Guan (2014).
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Avoid Avoiding the Wishful Thinking Problem 3

Now suppose that Edgar then reads some moral philosophy. As a result, he
reconsiders his moral beliefs and thereby comes to immediately, justifiably
believe (P2). Thus:

T2 Edgar has doxastic justification for (P1), ?(C), and (P2).

He now does as attitude-coherence demands: He revises. Given that Edgar has
doxastic justification for (P1) and (P2), he jettisons his previous ambivalence
about (C). So, he comes to believe (C) on the basis of (P1) and (P2). Hence:

T3 Edgar has doxastic justification for (C).

According to Dorr (2002), pure non-cognitivist expressivism5 struggles to
explain cases like this. Why is that?

At T1, it is irrational for Edgar to believe (C). This seems plausible. After all,
Edgar has no justification to believe that (C). Moreover, he cannot justifiably
believe that (C) on the basis of what he believes at T1 on pains of incoherence.
So, any belief that (C) of Edgar’s is neither propositionally nor doxastically
justified.

Now, from T1–T2, Edgar’s mental states changed. In particular, it seems
like he underwent a change in beliefs; he gained a new one. He came to believe
that (P2) for the first time at T2, and justifiably so. Now, a diachronic change
in mental states in general is compatible with non-cognitive expressivism.
The trouble is that on non-cognitive expressivism, Edgar did not gain a belief.
Rather, his non-cognitive states changed. That is, Edgar only gained a new
non-cognitive state. This is because (P2), remember, is a moral claim. And that
the state of accepting a moral claim is a non-cognitive state is part and parcel
of non-cognitivist expressivism.

This is bad for non-cognitive expressivism. It means that on that view, Edgar
still cannot justifiably believe that (C) at T2. That is, at T2, Edgar’s belief that
(C) still lacks doxastic justification for him—just as did for him at T1. This is
because a new non-cognitive state cannot be that on the basis of which Edgar
justifiedly believes that (C). So, for the non-cognitive expressivist, nothing
changed from T1–T2 that explains why it seems intuitively rational for Edgar
to believe (C) on the basis of (P1) and (P2), or why Edgar seems rational to
justifiedly believe that (C) on the basis of only accepting the premises.

5 I henceforth drop the “pure.”

doi: 10.48106/dial.v77.i3.01
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4 Adam Patterson

Said differently, it is intuitively plausible that the following two states can
obtain over time in the Edgar case:6

(i) At T1, it is irrational for Edgar to believe (C). For he justifiably believes
(P1), ?(C), and believes ¬(P2). So, the belief that (C) is not proposi-
tionally justified and cannot be doxastically justified (C) given what he
believes;

and

(ii) It is rational for Edgar at T3 to believe (C). He has doxastic justification
for both (P1) and (P2), and he accepts (C) on their basis. So, he has
doxastic justification for (C).

Yet on non-cognitivist expressivism, both cannot obtain. On that view, (ii) is
not possible. This is because Edgar’s belief that (C) at T3 is neither justified nor
justifiable. Remember: this was also true at T1. The only diachronic change
in Edgar’s mental states was his attaining a new non-cognitive state at T2. But
non-cognitive states cannot be justifiers, things on which it is rational to base
our beliefs; they are just the wrong kinds of things.7

Call this the wishful thinking problem for pure, non-cognitivist expres-
sivism.8 It concerns justification. More precisely, given the doxastic/proposi-
tional justification distinction, one can see that it concerns whether Edgar’s
coming to believe (C) over time is rational because (and insofar as) said belief

6 This is how Mabrito (2013) perspicuously frames the problem.
7 Dorr (2002, 99) seems to implicitly rely on this to explain why “only a change in one’s cognitive

states, or in one’s evidence, can make the difference between a case in which it would be irrational
to believe something and one in which it would be rational to do so.” But why think that non-
cognitive states cannot be justifiers? Because revising your views about the world is rational
when the change coheres with your belief set. It is, he says, “irrational to modify your views about
the world so that they cohere with your desires and feelings” (Dorr 2002, 99). But again, one
might ask: Why? Pryor’s (2005) discussion of Davidson might be relevant. According to Pryor
(2005), for Davidson, if some state, 𝑥, is a justifier, then 𝑥 has propositional content, content
that is expressible with “that-clauses” and which functions to assertively represent the world
as being-such-and-such-a-way. This is because only by standing in logical relation to a belief
can some state doxastically justify a belief. And since the state of accepting (P2) is, by dint of
non-cognitive expressivism, a non-cognitive state, and these do not function to assertively indicate
anything about the world, it cannot stand in a logical relation to Edgar’s belief that (C). Hence,
Edgar’s coming to believe (P2), on pure non-cognitivist expressivism, cannot doxastically justify
(C).

8 On non-cognitive expressivism, moral evaluations seem like danglers qua justifiers.
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Avoid Avoiding the Wishful Thinking Problem 5

becomes doxastically justified after having been not previously even proposi-
tionally justified, i.e., justifiable.

With this in mind, let us now re-evaluate some proposed solutions. As we
will see, I find them all wanting, given this understanding of the problem.

2 Re-Evaluating Some Proposed Solutions

2.1 The Decalogue Proposal

Consider the following argument (Lenman 2003). Call it the decalogue argu-
ment (Schroeder 2011). Suppose that S is reasoning through it over time, and
we can represent how his beliefs seemingly rationally change over time like
this:

T1 (P3) S never contravenes the Decalogue.
(P4) All and only contraventions of the Decalogue are wrong.
(P5) S never does anything wrong.

Currently, for S to believe the descriptive claim that “S never looks at a woman
with lustful intent” would be neither justified nor justifiable. It is irrational
for S to believe that at T1. Now, suppose that on the basis of (P3) and (P4), S
comes to justifiably believe the following:

T2 (P6) If looking at a woman with lustful intent is wrong, then S never
looks at a woman with lustful intent.

Thus, at T2, the belief that (P6) is doxastically justified for S; it is justifiedly
believed on the basis of a pair of claims, (P3) + (P4). However, S’s belief in
the descriptive claim “S never looks at a woman with lustful intent” is still
neither justified nor justifiable at T2 and is irrational to believe.

Moving on, S subsequently comes to believe two more things:

T3 (P7) Looking at a woman with lustful intent contravenes the Decalogue.
(P8) Looking at a woman with lustful intent is wrong.

More precisely, here S gains at least one new belief: (P8). S believes it, given (or
on the basis of) his belief in (P4) + (P7). So, the belief that (P8) is doxastically
justified for S. Also, at T3, notice that it is justifiable for S to believe that “S

doi: 10.48106/dial.v77.i3.01

https://doi.org/10.48106/dial.v77.i3.01


6 Adam Patterson

never looks at a woman with lustful intent.” This is because (P3) + (P7) 9
is sufficient reason to believe it. Finally, after all this, S comes to justifiedly,
rationally believe that (C) on the basis of (P6) + (P8).

T4 (C1) S never looks at a woman with lustful intent.

What is the point of all of this? In general, Lenman’s (2003) goal seems to be
to show that it can be rational to infer the conclusion of a moral-descriptive
modus ponens without wishful thinking. This is achieved by showing that S is
guaranteed to have evidence for (C1) that can justify S’s coming to believe (C1)
without wishful thinking; S’s justification for believing (C1) is guaranteed to
be overdetermined, in other words.10 For in the very act of accepting a moral
claim like (P8), one is guaranteed to accept beliefs that support it and also
support (C1) independently of (P6) and (P8).

I have said nothing yet about propositional/doxastic justification. But now
I ask: how can one understand the decalogue argument and this proposed
solution in general, given the propositional/doxastic justification distinction?
Asked differently: how can this solution be recast with the distinction—with it,
how can one explain the way in which this proposal vindicates non-cognitive
expressivism from the wishful thinking problem?

To see, recall (C1):

(C1) S never looks at a woman with lustful intent.

Also, recall that the solution works, in part, by guaranteeing overdetermined
justification for S’s belief that (C1) by the very process of coming to believe it
in the first place. Further, recall: this overdetermined justification is secured
by finding two pairs of claims. One is (P6) + (P8):

(P6) If looking at a woman with lustful intent is wrong, then S never looks
at a woman with lustful intent.

(P8) Looking at a woman with lustful intent is wrong.

The other is (P3) + (P7):

(P3) S never contravenes the Decalogue.

9 And remember: both (P3) and (P7) were each part of the arguments for claims that make S’s
belief that (C1) doxastically justified, namely (P6) and (P8).

10 I borrow characterizing this proposal in terms of guarantees from an anonymous referee.
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Avoid Avoiding the Wishful Thinking Problem 7

(P7) Looking at a woman with lustful intent contravenes the Decalogue.

Both sets justify S’s coming to believe (C1). Hence, with the relevant distinction
between kinds of justification in mind, the proposal works by establishing
one of two things. S’s belief is guaranteed to have, for S,

(iii) overdetermined doxastic justification;

(In which case, the decalogue case shows that S’s belief that (C1) is always
partly based on (P3) + (P7). So, said belief is doxastically justified, i.e., based
on two sets of claims, one set of which lacks a moral claim. And thus, basing
the belief on (C1) is always, in part, not wishful thinking on S’s part.) or,

(iv) overdetermined propositional justification.

(In which case, two sets of claims always support (C1), and thus S’s coming to
believe (C1) is rational. This is because (and insofar as) while S’s believe that
(C1) is justifiedly inferred on the basis of a non-cognitive claim—(P8)—the
inference is guaranteed to be justifiable given (P3) + (P7).) This puts the
non-cognitivist in a dilemma.

If the proposal establishes (iii), then it relies on the following assumption:
Namely, for all of S’s doxastically-justified moral beliefs, whenever a moral
belief is doxastically justified for S on the basis of R, and that moral belief
entails some non-moral claim, thenR doxastically justifies S’s belief in the non-
moral claim. This is dubious, though. S can be unaware of what propositionally
justifies the non-moral belief, which is the fact that it is entailed by the moral
belief. This means that S need not necessarily form the non-moral belief
on the basis of the moral belief, in which case that non-moral belief is not
doxastically justified.

Moreover, if the proposal establishes (iii), then S is still basing their be-
lief that (C1) in part on the basis of (P8). There is still wishful thinking
present; there is just less of it on this proposal since it is also based on (P3)
and (P7)—neither of which are non-cognitive claims given non-cognitive ex-
pressivism. The proposal would be better to establish the following: in coming
to believe (C1) at T4, S’s belief is only based on that other pair of claims—the
pair that lacks a moral claim, namely, (P3) + (P7)—and thereby makes the
justified belief in (C1) not a case of wishful thinking.

doi: 10.48106/dial.v77.i3.01
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8 Adam Patterson

If the proposal establishes (iv), then it does not help with the wishful
thinking problem. It needs to be shown that S is rational because (and insofar
as) S went from, at one time, having no justification for believing (C1) to
having doxastic justification for it (and crucially without believing (C1) on the
basis of a non-cognitive attitude). But if the proposal establishes (iv), this still
happens: S still comes to accept (C1) on the basis of (P8). So, S’s belief is based
on, problematically, a non-cognitive attitude. That S’s belief is guaranteed
some bonus propositional justification may lessen the sting of a charge of
irrationality. But it stings nonetheless.

So, if the proposal showed that S’s belief in (C1) is rational insofar as the
belief is guaranteed to be always justified or justifiable for S without wishful
thinking, then it either relies on a false assumption or fails to address the
problem. Either way, the wishful thinking problem remains.

2.2 The Modified Proposal

Another way to deal with the wishful thinking problem is to attempt to argue
that, in reasoning through the Liar Argument, S is guaranteed to be proposi-
tionally justified in believing (C). So, for example, whenever S argues through
the Liar Argument, S has available to them at any time via introspection
the following modified, companion argument (Enoch 2003):

Modified Argument11

(P9) If I accept that lying is wrong, the souls of liars will be punished in the
afterlife.

(P10) I accept that lying is wrong.
(C) So, the souls of liars will be punished in the afterlife.

This Modified Argument is always available through introspection. The
idea is thus that the Liar Argument will never lead Edgar to irrationally
believe (C) in the sense that S believes it without that which sufficiently
justifies it.

11 Here, I continue the sequential numbering of premises from the decalogue argument. This
does not mean that the Modified Argument is a part of (or some extension of) the decalogue
argument. I use this numbering convention to avoid referring to one premise in a distinct argument
with the same expression.

Dialectica



Avoid Avoiding the Wishful Thinking Problem 9

This line is also problematic. It fails to guarantee that S’s belief that (C) is
justifiable for S. Why is that? The Modified Argument is “available” to S
in a weak sense. It is guaranteed to be possible that S can come to possess a
Modified Argument. But this does not entail that S actually has available
(or is in the possession of) the relevant argument. The mere presence of the
Modified Argument only propositionally justifies Edgar’s acceptance of
(C) only if Edgar actually has accepted (P9) and (P10).

Suppose that I am wrong. Suppose that, on this strategy, any time S accepts
(P1) and (P2), S will always possess (in some suitably strong sense) propo-
sitionally justification for (C) since there will always be other things that
propositionally justify (C).

This proposal does not address the problem, either, for familiar reasons. In
particular, the problem is that when S forms the belief that (C) on the basis of
both (P1) and (P2),

(P1) If lying is wrong, the souls of liars will be punished in the afterlife;
(P2) Lying is wrong;

then S’s subsequent belief that (C) is doxastically justified. And that means that
S’s belief that (C) is doxastically justified whether S is also justified in having
some other, auxiliary belief(s). Said differently: what generates the problem in
the original case is that it seems rational to believe that (C) because the belief
is doxastically justified for S regardless of whether S has some other, auxiliary
claims available that are themselves doxastically justified.

2.3 The Entailment Proposal

Another way to think about the wishful thinking problem is that there is a
condition that needs to be met for the states (i) and (ii) (section 1) to simul-
taneously obtain, and the pure non-cognitivist expressivist cannot satisfy it.
As we saw, the constraint seems to be something like this: S’s belief that 𝑝
goes from not doxastically justified to being just that only if S acquires a new
cognitive state. Call this Dorr’s constraint (Mabrito 2013, 1072). Given this, the
decalogue problem and modified proposals can be thought of as attempts to
show that the non-cognitivist expressivist can meet Dorr’s constraint.

This is not the only way to vindicate non-cognitive expressivism, though.
One can also attempt to argue that S can meet the constraint and still be
rational (Mabrito 2013). How might one show this? One idea is to say that

doi: 10.48106/dial.v77.i3.01
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10 Adam Patterson

while the Edgar case violates Dorr’s constraint, it is compatible with another,
independently motivated constraint (Mabrito 2013). The obeyance of this
constraint vindicates the intuitive rationality of Edgar coming to believe (C)
in the Liar Argument. Here is the argument again:

Liar Argument

(P1) If lying is wrong, the souls of liars will be punished in the afterlife.
(P2) Lying is wrong.
(C) So, the souls of liars will be punished in the afterlife.

This other constraint is called the entailment constraint (EC). With respect to
the wishful thinking argument:

Entailment Constraint (EC). S moves from T1 (during which
S lacks justification for believing that 𝑝) to T2 (during which S has
justification for believing that 𝑝) only if S comes to accept claims
that entail 𝑝 or acquires evidence that supports 𝑝 (Mabrito 2013,
1074).

Edgar’s case seems compatible with this because the wishful thinking prob-
lem assumes that the Frege-Geach problem is solved: it concedes that moral-
descriptivemodi ponentes are valid. So, while Edgar initially lacks justification
for believing (C), he later comes to accept two claims that entail (C)—securing
the obeyance of the Entailment Constraint—and is thereby rational for
believing (C) on the basis of them.

Again, though, we should think of how this solution goes in terms of the
doxastic/propositional justification distinction. To illustrate, consider the
Entailment Constraint itself. As a necessary condition, with respect to
changes in what kinds of justification is the condition plausible? And obeying
which of these various formulations also helps with the wishful thinking
problem?

Suppose that the relevant change concerns a belief’s status with respect to
being propositionally justified:

Entailment Constraint 2 (EC2). Smoves from T1 (during which
S lacks propositional justification for believing that 𝑝) to T2 (during
which S has propositional justification for believing that 𝑝) only

Dialectica



Avoid Avoiding the Wishful Thinking Problem 11

if S comes to accept claims that entail 𝑝 or acquires evidence that
supports 𝑝.

(EC2) is plausible but irrelevant. No one denies that Edgar’s belief that (C)
of the Liar Argument is justifiable—i.e., denies that there are reasons to
accept it. The worry is that Edgar’s belief seems justifiedly inferred from his
belief in the premises. So, a case that obeys this constraint is explanatorily
moot with respect to the relevant intuitive rationality that needs preservation
on the wishful thinking problem.

Suppose that the salient change is from a belief being not justifiable to
actually being justified. Thus:

Entailment Constraint 3 (EC3). Smoves from T1 (during which
S lacks propositional justification for believing that 𝑝) to T2 (during
which Shas doxastic justification for believing that𝑝) only if S comes
to accept claims that entail 𝑝 or acquires evidence that supports 𝑝.

(EC3) is false. One can both believe that 𝑝 for no reason and then only later
base one’s belief that 𝑝 on very good reasons, and yet neither come to believe
that which entails 𝑝 nor acquire evidence for 𝑝. This happens in cases where
one dogmatically believes that 𝑝 but only later comes to accept 𝑝 on the basis
of good reasons that one already had. This is because one can fail to recognize
good reasons for beliefs when they have them. Hence, one can fail to base
that which they already believe on the basis of those good reasons.

2.4 The Hopeful Proposal Proposal

Another proposed solution to show that wishful thinking is sometimes rational
is accepting that the premises of arguments akin to moral-descriptive modi
ponentes do make the belief in the conclusion justifiable (Long 2016). As an
example, consider the following argument that S is reasoning through. Call it
the hopeful proposal argument.

Hopeful Proposal Argument

(P11) If I hope that my proposal will be accepted, then my proposal will be
accepted.

(P12) I hope that my proposal will be accepted.
(C2) So, my proposal will be accepted.

doi: 10.48106/dial.v77.i3.01
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12 Adam Patterson

This argument is wishful thinking as it is normally understood outside the
seminar room: forming beliefs about how the world is, given one’s wants,
desires, hopes, dreams, etc. (which tell us how the world is not). Now, how
does one argue that it is rational to infer (C2)? The idea is that “accepting of
the […] premises is often a reason to accept its conclusion, since paradigm
cases of wishful thinking are often valid” (Long 2016, 3).

Once again, the propositional/doxastic justification distinction renders this
proposal ambiguous. So, for example, either S’s belief that (C2) is rational
because (and to the extent) that it is doxastically or propositionally justified
given the fact that modus ponens is valid.12

No one would deny that S coming to believe (C2) is justifiable, given the
validity of modus ponens. The issue, recall, is whether S is justifiably rational
in going on to believe (C2) on the basis of the premises—as it intuitively seems.
So, if this proposal is to work, the very fact of the argument’s validity must be
a part of that set of things on the basis of which S believes that (C2).

Here is how this works with respect to the Liar Argument. S rationally,
justifiedly infers (C),

(C) So, the souls of liars will be punished in the afterlife;

when the belief that (C) is based on the following:

(P1) If lying is wrong, the souls of liars will be punished in the afterlife;
(P2) Lying is wrong; and

(P13) (P1) and (P2) entail that the souls of liars will be punished in the afterlife.

The trouble is that this proposal misses the mark. The mere availability of
(P13) does not mean that S is doxastically justified in believing (C). S can fail
to base their belief in (C) on (P13). S would need to be shown to, in every case,
in fact base their belief in (C) on the basis of (P1) + (P2) + (P13).

Moreover, thewishful thinking problem remains. The non-cognitivist expres-
sivist still cannot make sense of how S’s belief that (C)—even in that case—is
doxastically justified. For (P2), on their view, is still a non-cognitive state. And
S cannot, it seems, justifiedly believe (C) on the basis of (P1)+ (P2)+ (P13) for
that very reason: (P2) is the wrong kind of thing for one to justifiedly believe
something else on the basis of. It would help if (P3) was itself sufficient for S to
justifiedly believe (C) on the basis of. We saw attempts at this. But the problem

12 This assumes a solution to the Frege-Geach problem.
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with those attempts remains. It would have to be shown that in every case, S
in fact believes the conclusion on the basis of the stuff that is both guaranteed
to be present; would, in fact, make the belief doxastically justified if the belief
was based on them; and are the right kinds of things to base beliefs on.

3 Conclusion

The wishful thinking problem seemed dead, the recipient of several fatal blows.
I hope to have shown that the distinction between propositional/doxastic
justification helps clarify the nature of the problem, the nature of proposed
solutions, and why those solutions are dubious. Perhaps, then, it is premature
to ignore the wishful thinking problem.*

Adam Patterson
XXXX-XXXX-XXXX-XXXX

Syracuse University
apatters@syr.edu
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Whittle vs. Cantor on the Size of
Infinite Sets

Ran Lanzet

I examine several arguments by Bruno Whittle against the Cantorian
conception of the size of infinite sets. I find that none of them succeed.

Sets 𝐴 and 𝐵 are the same size—𝐴 has exactly as many elements as 𝐵 does—iff
there is a bijection between them;𝐴 is at least as large as 𝐵—has at least as many
elements as 𝐵 does—iff there is an injection from 𝐵 to 𝐴. This conception of set
size has become standard following Cantor. What Cantor’s theorem means,
on this conception, is that the powerset of every set 𝐴 is larger than 𝐴 (see,
e.g., Enderton 1977, 132; Hrbacek and Jech 1999, 65; Smullyan and Fitting
1996, 7–8). Thus interpreted, the theorem entails that there are different sizes
of infinity (assuming, of course, that there is at least one infinite set and that
that set has a powerset).

Whittle (2015a, 2015b, 2018) objects to this standard conception. He holds
that we do not in fact have good reason for believing either of the following
two principles, and that we are thus not in a position to know either of them
or to know that there are infinite sets of different sizes:

Size→Function
For any sets 𝐴 and 𝐵, if 𝐴 is the same size as 𝐵, then there is a
bijection from 𝐴 to 𝐵.

Size*→Function
There is some “size-like” property—a property similar to size—size*
such that, for any sets 𝐴 and 𝐵, if 𝐴 is the same size* as 𝐵, then there
is a bijection from 𝐴 to 𝐵.

Whittle puts forward a series of arguments that aim to establish this. Five
of his arguments purport to refute the following widely accepted theses:
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Thesis 1. There being a bijection between 𝐴 and 𝐵 is what it is for
𝐴 and 𝐵 to be the same size.1,2

Thesis 2. The notion of cardinality defined in set theory is at least
“size-like”: it is at least similar to our ordinary notion of size (of sets)
and perhaps a natural generalization of the notion of finite size.

Thesis 3. Cantor’s theorem establishes that there are infinite sets
of different sizes.3

Here, I examine Whittle’s arguments against theses 1 and 2; I argue that
none of them succeed as refutations of either of those theses. The arguments,
appearing in their fully developed form in Whittle (2018), are:

(i) an argument against Thesis 1 based on its interpretation as stating that
“𝑐 is the same size as 𝑑” and “There is a bijection from 𝑐 to 𝑑” express
the same structured proposition;

(ii) an argument against the same thesis, based on what would be true in a
mathematically-impossible situation in which there are no functions
from certain sets;

(iii) a Benacerraf-style challenge for accounts of size in terms of functions—
accounts that may be offered in support of Thesis 1;

(iv) an objection to Thesis 2 based on (ii).

Whittle also argues directly against Thesis 3 in his (2015a) and (2015b). I
examine and reject his argument against this thesis in (manuscript).

1 Whittle targets this thesis and Thesis 2 below since they can be offered as grounds for
Size→Function and Size*→Function.

2 Some may consider Thesis 1 too strong and prefer a more tolerant approach, on which the
identification of size with cardinality-as-defined-in-set-theory is just one of several legitimate
options. However, if this identification is indeed untenable, as some of Whittle’s arguments
purport to establish, then it is unclear how one could legitimately adopt it—even tolerantly. I
thank an anonymous referee for drawing my attention to this point.

3 Whittle also attacks the following theses, which, I believe, are not as popular as the ones I
mentioned in the main text: We can infer that Size→Function holds for sets in general from
the fact that it holds for finite sets; we can infer Size→Function by Inference to the Best
Explanation, since size differences are the only explanation of the absence of a bijection between
two given sets; we are entitled to consider Size→Function as a basic mathematical truth; we
can argue for Size→Function inductively, based on the consequences that it allows us to derive.
I will not discuss Whittle’s arguments against those additional theses here.

Dialectica vol. 77, n° 3
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If I am right in rejecting the arguments against theses 1–3, then Whittle
fails to establish his claim that we are not in a position to know that there
are different sizes of infinity. For these three theses, if correct, provide routes
to such knowledge (this is, indeed, why Whittle attacks them); and this is so
whether or not some additional routes are successfully blocked by those of
Whittle’s arguments that I will not consider here.4

Although my treatment of Whittle’s arguments can be considered a defense
of the Cantorian view of size, I will not offer positive arguments for this view
or argue that other views, incompatible with it, are incorrect or unjustified;
my point is only that Whittle fails to establish this for Cantor’s view.

Sections 1–4 below are each dedicated to the examination of one of the
arguments (i)–(iv). I briefly conclude in section 5.

1 Structured Propositions

Consider the following two sentences:

Size
𝑐 is the same size as 𝑑.

Function
There is a bijection from 𝑐 to 𝑑.

According to Whittle, the most straightforward interpretation of Thesis 1 is
this:

(*) Size and Function express the same proposition.5

Whittle thinks of propositions here as structured, Russellian propositions.
The propositions that Size and Function seem to express are, according to
him,

(𝑝𝑆) ⟨∃!𝑃[Size(𝑃) ∧ 𝑐 has 𝑃] ∧ ∃!𝑄[Size(𝑄) ∧ 𝑑 has 𝑄] ∧
∃𝑅[Size(𝑅) ∧ 𝑐 has 𝑅 ∧ 𝑑 has 𝑅]⟩

and

4 See footnote 3.
5 An alternative interpretation of Thesis 1 would be that Size and Function describe the same

feature of reality. Whittle’s argument against Thesis 1 on this reading is the one considered in
the next section.

doi: 10.48106/dial.v77.i3.02
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(𝑝𝐹) ⟨∃𝑓 𝑓 is a bijection from 𝑐 to 𝑑⟩,

respectively.
Whittle now suggests that each of the steps in the following argument

against (*) is at least very plausible, or prima facie correct (Whittle 2018,
855–856):

(1) (𝑝𝑆) and (𝑝𝐹) are about very different sorts of things: (𝑝𝑆) is about a
certain sort of property—a size—that 𝑐 and 𝑑 have in common; (𝑝𝐹) is
about a function.

(2) If (*) is true, then either both Size and Function express (𝑝𝑆), or both
of them express (𝑝𝐹).

(3) Most sentences about functions express propositions that are genuinely
about functions.

(4) There is no plausible account on which the following sentence expresses
a proposition about properties:

Constant
There is a constant function from 𝑐 to 𝑑.

(5) The sentences Function and Constant seem to be very similar.
(6) From (5): Function and Constant should express similar

propositions—not ones about completely different sorts of things.
(7) From (1), (4), and (6); and also from (1) and (3): Function cannot

express (𝑝𝑆).
(8) Size has the same general form as the following:

Color
𝑒 is the same color as 𝑔.

Height
𝑒 is the same height as 𝑔.

Sex
𝑒 is the same sex as 𝑔.

(9) From (8): Size and sentences like Color, Height, and Sex should
express similar propositions—propositions of the same general form.
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(10) The propositions expressed by sentences such as Color, Height, and
Sex are not about functions.

(11) From (1), (9), and (10): Size cannot express (𝑝𝐹).
(12) From (7) and (11): It is not the case that both Size and Function

express (𝑝𝑆), and it is not the case that both of them express (𝑝𝐹).
(13) From (2) and (12): (*) is false.

Whittle’s argument here relies on the following view of structured proposi-
tions:

Prop
For each declarative sentence such as Size and Function, there is
one unique structured proposition that the sentence can be taken to
express; the structure of that proposition, as well as what it is about,
is given by the most straightforward formalization of the sentence
in higher-order predicate logic.

Without Prop, we seem to have no reason to accept the inference from (5) to
(6) or the one from (8) to (9). As I will now argue, however, it is illegitimate
to rely on Prop in this context. This is so, since Prop is incompatible with
Whittle’s reading of “what it is”—a reading on which

• There being a bijection between 𝐴 and 𝐵 is what it is for 𝐴 and 𝐵 to be
the same size

is correctly interpreted as

• Size and Function express the same structured proposition.

Prop, together with this reading, yields absurd consequences, as illustrated
by the following example.

Being a man who has never been married is just what it is to be a bachelor.
But Prop, together with the aforementioned reading of “what it is,” entails that
this is not so. To see this, note first that the most straightforward formalizations
in predicate logic of the following differ in structure:

(i) 𝑥 is a bachelor.
(ii) 𝑥 is a man who has never been married.

(i) and (ii) are most straightforwardly formalized as, respectively:

doi: 10.48106/dial.v77.i3.02
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(iii) 𝐵𝑥
(iv) 𝑀1𝑥 ∧ ¬∃𝑦(𝑀2𝑥𝑦).

This, by Prop, means that (i) and (ii) express different propositions. Hence,
on Whittle’s interpretation of “what it is,” being a never-married man is not
what it is to be a bachelor.

One can, of course, hold that, in formalizing (i), we should take into account
the analysis of “bachelor” as “never-married man” and correspondingly allow
the formalization of both (i) and (ii) as (iv). This is, I think, a reasonable
approach, but note that it deviates from Prop. Moreover, if a similar deviation
is allowed in the case of Size and Function, then Whittle’s argument does
not go through, as there is no longer reason to accept, e.g., the inference from
(8) to (9).

Whittle’s approach entails, then, that being a never-married-man is not
what it is to be a bachelor. Similarly, it entails that:

• There being an isometry that transforms a figure 𝑐 in the Euclidean
plane into a figure 𝑑 is not what it is for 𝑐 and 𝑑 to be congruent.

• There being a formal proof of a first-order sentence 𝜙 from a first-order
theory 𝑇 is not what it is for 𝜙 to be a theorem of 𝑇.

Additional, similar examples are not hard to produce.
I conclude that Whittle’s argument from structured propositions fails by

relying on two incompatible principles: Prop and a reading of “what it is,” on
which Thesis 1 is correctly interpreted as (*). If Prop is given up, then, as
noted above, Whittle’s argument seems not to go through; if the aforemen-
tioned reading of “what it is” is given up, then the argument does go through,
but its conclusion, (13), no longer means that Thesis 1 is false.

2 Sets in an Impossible Situation

Thesis 1, recall, was this: There being a bijection between 𝐴 and 𝐵 is what
it is for 𝐴 and 𝐵 to be the same size. This thesis can be supported by what
Whittle calls a functional account of size: an account of size properties of sets
in terms of functions. According to Whittle, however, no such account can be
correct (Whittle 2018, 860–861).

Whittle specifically considers a functional account on which complex prop-
erties are “Russellian propositions with gaps” and sizes are properties of the
form
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⟨There is a bijection from __ to 𝜅⟩,

where 𝜅 is a von Neumann cardinal number (i.e., a von Neumann ordinal
equipollent with none of its elements). This, of course, is not the only way to
characterize size properties in terms of functions. A more natural functional
account—and one that avoids commitment to a specific metaphysical account
of properties—is, perhaps, this: A size-property is the property of belonging
to a given bijection-type6 (cf. Whittle 2018, fn.15). Whittle explains, however,
that his argument can be adapted so as to refute any functional account of
size, and, in fact, any account of size in terms of things other than those that
constitute the set, such as its elements or those elements’ parts or elements.

Whittle’s argument involves the sets 𝐴 = {0, 1} and 𝐵 = {2, 3} in a (mathe-
matically impossible) situation 𝑆 that is “exactly like the actual world, except
that there are no functions from either set” (Whittle 2018, 860). The argument
is this:

(1) In 𝑆, there are no bijections from 𝐴 or from 𝐵.
(2) In 𝑆, 𝐴 and 𝐵 have the same size.
(3) From (1): In 𝑆, neither 𝐴 nor 𝐵 has any property of the form

⟨There is a bijection from __ to 𝜅⟩.
(4) From (3): If the functional account under consideration is correct, then,

in 𝑆, neither 𝐴 nor 𝐵 has a size.
(5) From (4): If the functional account is correct, then, in 𝑆, 𝐴 and 𝐵 do not

have the same size.
(6) From (2) and (5): The functional account is incorrect.

There is a good reason to suspect this argument, if not to reject it outright:
Arguments very similar to it, and ones that are not any less appealing, lead to
absurd conclusions. Consider, for example, the following account of what a
circle is:

Circle
To be a circle is to be a set of all the points in the Euclidean plane
that are at the same given distance 𝑟 from a given point 𝑜.

I submit that this is a correct account of what a circle is. But an argument
similar to Whittle’s leads to the conclusion that this is not so: Let 𝐶 be a circle,

6 A bijection type here is a class 𝑋 for which the following condition holds: For some set 𝑎, 𝑋 is
the class of all possible sets 𝑥 such that there is a bijection between 𝑥 and 𝑎.
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and consider an impossible situation 𝑆′ that is exactly like the actual world
except that there is no point at equal distances from all the elements (points)
of 𝐶. (Reasoning about 𝑆′ seems to make as much sense as reasoning about 𝑆
does.) Then:

(1) In 𝑆′, no point is at equal distances from all the elements of 𝐶.
(2) In 𝑆′, 𝐶 is a circle. (This seems as plausible as Whittle’s premise that 𝐴

and 𝐵 have the same size in 𝑆.)
(3) From (1): If Circle is correct, then, in 𝑆′, 𝐶 is not a circle.
(4) From (2) and (3): Circle is incorrect.

(Note that I am not claiming that this is a very convincing argument—just
that it is similar to, and not less appealing than, Whittle’s argument.)

This “bad company” indicates that something is wrong with Whittle’s argu-
ment. But what? There are, I believe, two major problems with the argument.
First, it is not at all clear that we can make sufficient sense of mathematically
impossible situations like 𝑆 to determine the truth value of statements like
Whittle’s premise (2) (“In 𝑆, 𝐴 and 𝐵 have the same size”). Whittle claims that
we are capable of judging what would be true in 𝑆, but it is far from clear
that he is correct about that. Whittle also claims that an argument similar to
his can be given not in terms of what is true under an impossible hypothesis
but, instead, in terms of what is an immediate consequence of the hypothesis.
If this is indeed possible, then the resulting (modified) argument would not
be any more problematic than a standard reductio. It is unclear, however,
how the imagined modification of the argument is supposed to proceed, and
Whittle gives no indication of that. At least on the face of it, his argument is
very much unlike a reductio: It is more similar, it seems, to a demonstration of
non-entailment using a counterexample; for, rather than deriving an absurdity
from an impossible hypothesis, he seems to be relying on judgments made
under such a hypothesis in order to reject a universal statement (to the effect
that certain properties always coincide).

Second, assuming (for the sake of argument) that we can make sufficient
sense of mathematically impossible situations like 𝑆, it is unclear why we
should think that 𝐴 and 𝐵 have the same size in 𝑆. Perhaps Whittle holds that
this is so since (allegedly) 𝐴 and 𝐵 are still of size 2 in 𝑆. But it is unclear why
we should think that this is so. Especially if, in 𝑆, there is no way of counting
the elements of 𝐴 or those of 𝐵, and there is indeed no way of counting those
elements in 𝑆, at least if the following jointly hold: (a) a way of counting
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the elements of, e.g., 𝐴 is a way of correlating them 1-1 with the elements of
{“one”, “two”}; (b) a way of thus correlating the elements of these two sets is
a bijection between them; (c) in 𝑆, there are no bijections between 𝐴 and any
other set.

Perhaps Whittle holds that, e.g.,

Size2
The size of 𝐴 is 2 in every situation, mathematically possible or not,
in which 𝐴 exists.7

But this, it seems, cannot serve as a ground for Whittle’s premise (2), since an
argument similar to his leads to the conclusion that Size2 is false: Consider
a situation 𝑆″ that is exactly like the actual world, except that there are no
numbers other than 0 and 1. (Reasoning about 𝑆″ seems to make as much
sense as reasoning about 𝑆 does.) Then:

(1) It is not the case that, in 𝑆″, something equals 2.
(2) If Size2 is true, then, in 𝑆″, the size of 𝐴 equals 2.
(3) From (2): If Size2 is true, then, in 𝑆″, something equals 2.
(4) From (1) and (3): Size2 is false.

I am not claiming that (1)–(4) is a convincing argument or that reasoning in
this way about 𝑆″ makes any sense; I only claim that this is so byWhittle’s stan-
dards. If this claim is correct, then Whittle cannot rely on Size2; consequently,
premise (2) of his argument remains unfounded.

I conclude that Whittle’s argument from 𝑆 fails as a refutation of functional
accounts of size and that it is therefore ineffective against Thesis 1.

3 Benacerraf’s Problem

Whittle (2018, 862–863) argues that the specific functional account that fea-
tured in his argument from an impossible situation faces a version of “Be-
nacerraf’s problem.”8 That functional account, recall, identified sizes with
properties of the form

7 He may think that this is so, since the following (presumably) holds in any situation in which 𝐴
exists: ∃ᵆ∃𝑣(ᵆ ≠ 𝑣 ∧ ᵆ ∈ 𝐴 ∧ 𝑣 ∈ 𝐴 ∧ ∀𝑤[𝑤 ∈ 𝐴 → (𝑤 = ᵆ ∨𝑤 = 𝑣)]).

8 The original problem, presented in Benacerraf (1965), arises for theories that take the natural
numbers to be a particular collection of sets.
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⟨There is a bijection from __ to 𝜅⟩,

where 𝜅 is a von Neumann cardinal number. The problem is this: By replacing
the cardinal numbers with other, equipollent sets, we can obtain different,
incompatible functional accounts of size. Since, moreover, there is no reason
to favor any one of those competing accounts over the others, each of them
seems arbitrary and therefore, according to Whittle, incorrect.

This problem does not seem to afflict all functional accounts of size. Con-
sider, for instance, the account I mentioned in the previous section, on which
a size property is the property of belonging to a given bijection type. This ac-
count does not commit to a particular metaphysical theory of what properties
are, and the Benacerraf problem, it seems, does not arise for it. Whittle would
seem to agree, but he does not consider this to be a problem for his attack
on Thesis 1, since he takes the functional accounts immune to Benacerraf’s
problem to be refuted by the argument discussed in the previous section (see
his 2018, fn.15). If my arguments in the previous section are correct, how-
ever, then there is a genuine problem here for Whittle; for the argument he is
relying on fails.

4 Are Cardinalities Size-Like?

Thesis 2 was this:

The notion of cardinality defined in set theory is at least “size-like”: it
is at least similar to our ordinary notion of size (of sets) and perhaps
a natural generalization of the notion of finite size.

Whittle takes cardinalities to be properties of the form

⟨There is a bijection from __ to 𝜅⟩,

where 𝜅 is a cardinal number. He makes two related points against Thesis 2
(Whittle 2018, 864):

1. The notion of cardinality is not a generalization of the notion of finite
size, since the collection of all cardinalities does not contain the finite
sizes. This is allegedly established by the argument from 𝑆 (discussed in
section 3 above), as that argument is supposed to show that finite sizes,
unlike finite cardinalities, cannot be understood in terms of bijections.
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2. Cardinalities are “just a completely different sort of property from sizes”
(Whittle 2018, 864). For, sizes have nothing in particular to do with func-
tions; they are, rather, intrinsic: they can be accounted for only in terms
of the things that constitute the set, such as its elements, their parts,
or their elements. This is supposed to be established by an argument
similar to the argument from 𝑆.

There are, however, two serious problems with this line of argument. First, if
my criticism of Whittle’s argument from an impossible situation (see section 3
above) is correct, then that argument fails to establish that finite sizes are
distinct from finite cardinalities, and it is unclear how a similar argument
could establish the supposed intrinsic nature of size properties.

Second, even if the argument from 𝑆 did establish that sizes are intrinsic
and that finite sizes are thus distinct from finite cardinalities, it would still not
follow that sizes are not size-like—i.e., not similar to sizes—in any important
or interesting ways, or that it is not obvious that they are. For, whether or not
sizes are intrinsic, there are several well-known points of similarity between
cardinalities and finite sizes that are, arguably, both interesting and important.
These include the following:

(i) Finite cardinalities are at least co-extensive with finite sizes (Whittle
concedes this).

(ii) If a subset 𝐵 of 𝐴 is smaller* than 𝐴 (in the sense of cardinalities), then
it is a proper subset of 𝐴; more generally, the pigeonhole principle holds:
If a set 𝐵 is smaller* than 𝐴, then there is no injection from 𝐴 to 𝐵.

(iii) The following version of Hume’s principle (which Whittle accepts for
finite sizes) holds: Sets𝐴 and 𝐵 have the same size* iff there is a bijection
between them.

(iv) Assuming the axiom of choice, sizes* (i.e., cardinalities) are well-
ordered by the relevant smaller-than* relation.

Given these problems, I submit, Whittle’s points against Thesis 2 do not
suffice as a refutation of it.

5 Conclusion

Whittle puts forward four arguments against theses 1 and 2; these, as I ex-
plained in the introduction, constitute an essential component of his objection
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to Cantor’s conception of infinite size. As I hope to have established, however,
none of Whittle’s arguments against those two theses succeed.*
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Functionalism, Pluralities, and Groups

Emilie Pagano

It’s widely accepted that pluralism about groups—the view that groups
are pluralities—is incompatible with the following: one group can have
different individuals as members at both different times and in differ-
ent worlds (Difference), and more than one group can have the same
individuals as members at both the same times and in the same worlds
(Sameness). As a result, it’s widely accepted that pluralism is false. In
this paper, I argue that these “arguments from Difference and Sameness”
are unsound. First, I articulate a functionalist account of what it is to be a
group that’s neutral with respect to pluralism and its primary opponent,
monism. According to the version of functionalist pluralism I propose,
groups are pluralities of functional roles. Second, I argue that because
different individuals can play a role at both different times and in differ-
ent worlds, and because the same individuals can play different roles at
both the same times and in the same worlds, functionalist pluralism is
invulnerable to the arguments from Difference and Sameness. Lastly, I
raise a challenge for functionalist monism: whereas functionalism seems
to favor “external” individuation conditions, monism seems to favor “in-
ternal” individuation conditions, and it’s up to the functionalist monist to
square them. In the process, I hope to have shown that functionalism—
whether pluralistic or monistic—is worthy of our attention.

Groups are everywhere. We rely on them when we marry, matriculate, and
mortgage, when we pray, purchase, and patronize, and when we lend, loot,
and lecture. They systematically guide our interactions. They have members,
they do things, and they come and go. They matter. As a result, the question
arises: What are they?

As with “What is X?” questions generally, this one’s ambiguous. On the
one hand, to ask what a group is is to ask what it is to be a group. That’s
a question about what defines the kind group. It’s asking: What is it for a
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particular collection of individuals to be a group rather than a mere collection
of individuals? Call it the definitional question.1

On the other hand, to ask what a group is is to ask what kinds of things
groups are. That isn’t a question about what defines the things we call groups
qua groups. It’s asking: What, say, instantiates group? Groups are the kinds
of things that fit into churches, corridors, and courtrooms. And it might be—
indeed, it’s quite plausible—that group doesn’t fit into churches, corridors, or
courtrooms. As a result, we’ll want to know what does. Call this the ontological
question.2,3

Interestingly, philosophers have nearly universally privileged the onto-
logical question. Predictably, there’s significant disagreement among them.
Nonetheless, the vast majority of philosophers accept that groups are “one,”
that they’re fundamentally singular things (e.g., Effingham 2010; Ritchie 2013,
2015, 2020; Hawley 2017; and Fine 2020).4 I call their view monism. Nonethe-
less, a minority of philosophers accept that groups are “many,” that they’re
fundamentally plural “things” (i.e., pluralities) (Uzquiano 2018; Faller 2019;

1 I have “real” rather than linguistic definition in mind. See Dorr (2016), Correia (2017), and Rosen
et al. (2018) for discussion.

2 Should one be disinclined to accept this distinction—in particular, because one is inclined to
accept that group is defined by the kinds of things groups are, or conversely—here’s an argument:

(i) Groups exist.
(ii) It’s possible that nothing defines group.

(iii) If it’s possible that nothing defines group, group isn’t defined by the kinds of things
groups are; that is, the kinds of things that exist.
Therefore, group isn’t defined by the kinds of things groups are (i.e., the kinds of things
that exist).

Of course, one might deny (ii). But the point is: whether it’s possible that group is indefinable is
an open question, and, so, one can’t deny (ii) without argument.

3 Though the distinction between the definitional and ontological questions is familiar, my concep-
tion resembles a distinction metaethicists draw between value and its “bearers.” Again, we might
ask what it is to be good, what it is that defines good. That’s a definitional question. However,
we might ask what kinds of things are good, what, in other words, “bears goodness.” That’s
an ontological question. (See ? for an excellent discussion.) Clearly, it’s possible that good is
indefinable; a whole slew of philosophers accept it. Nonetheless, things are good, things bear
value. As a result, good isn’t defined by its bearers; that is, by the kinds of things that are good.

4 It’s important to note that Epstein (2015, 2018) and Thomasson (2019) accept “hybridism” about
groups, according to which some groups are one and some groups are many. In what follows, I
set hybridism aside, in particular, because problems for monism are problems for hybridism. If
groups aren’t one, they’re not one and many. Rather, they’re many.
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Horden and López de Sa 2021; and Wilhelm 2022). They accept that a group
is in some sense its members, that they are “it.”5 I call their view pluralism.

In general, monists accept the following argument against pluralism:

(1) A group can have different members at both different times and in
different worlds. (Difference)

(2) If groups are pluralities, groups can’t have different members at either
different times or in different worlds.
Therefore, groups aren’t pluralities.

(3) According to pluralism, groups are pluralities.
Therefore, pluralism is false.

Moreover, they accept:

(4) Different groups can have the same members at both the same times
and in the same worlds. (Sameness)

(5) If groups are pluralities, different groups can’t have the same members
at either the same times or in the same worlds.
Therefore, groups aren’t pluralities.

(6) According to pluralism, groups are pluralities.
Therefore, pluralism is false.

I call these “the arguments from Difference and Sameness.” In this paper, I
argue that they’re unsound. Both (2) and (5) are false.

Admittedly, my argument takes some—ultimately necessary—twists and
turns. Here’s how it’ll go. In § 1, I articulate a functionalist account of groups
as an answer to the definitional question. In § 2, I argue that functionalism
is neutral with respect to both monism and pluralism. In § 3, I argue that
by obscuring the definitional question, the arguments from Difference and
Sameness assume a particularly naïve version of pluralism, and show that an
attractive version of functionalist pluralism is invulnerable to them. Lastly, in
§ 4, I raise a challenge for functionalist monism: whereas functionalism seems

5 Of course, that’s an odd way of speaking. However, I have roughly what Baxter (1988) has in
mind when he suggests that “a” group—a loosely singular entity—is identical to its members—a
strictly plural entity (i.e., a plurality). In other words, though we might speak of groups as if
they’re strictly one—we tend to say that it nominated me rather than that they’ve nominated
me, for instance—that we do follows from, say, our willingness to count the department as
something over and above its members; that is, from strictly practical considerations. And that’s
quite compatible with its being strictly many.
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to favor “external” individuation conditions, monism seems to favor “internal”
individuation conditions, and it’s up to the functionalist monist to square
them. I don’t claim that my challenge is dispositive, however. Rather, I claim
that it exposes an important source of disagreement that’s worth pursuing.

Although the implications for monism and pluralism are clear, one of my
aims is to generate interest in functionalism, whether monistic or pluralistic.
Although functionalism about social goings-on—specifically, about artifacts—
has pedigree, its application to groups hasn’t been explored.6 There are details
to sort out, of course. And though I’ll make suggestions as I go, ultimately, I
hope to have provided a framework for sorting them out that’s worthy of our
attention.

1 The Definitional Question: Functionalism

As an answer to the definitional question, I propose a functionalist account of
groups. Functionalism about social goings-on is an established view; in partic-
ular, functionalism about artifacts (Searle 1995, 2010; Baker 2007; Thomasson
2019; Evnine 2016; Guala 2016; Koslicki 2018). However, it hasn’t been pur-
sued as an account of what groups are. But as Haslanger (1995) suggests, we
might think of groups as special kinds of artifacts, as products of some of
the things we do, whether intentionally or unintentionally. We might think
of them as things we in some sense “use” to do them. And this suggests we
might expand functionalism to account for them. In this section, I give it a try.

First, a note. Generally, philosophers think of artifactual functions teleo-
logically, as things that serve purposes artificers impose on their products.
However, I take my cue from functionalism about mental states, according to
which functions aren’t teleological but, e.g., causal. Ultimately, that’s a choice
point. One might translate the account I propose in terms of teleological func-
tions (see Thomasson 2019 for rumblings). As a result, it’s easily assimilated
into the wider literature.

6 Sometimes Ritchie (2013)’s account seems like a version of functionalism about groups, as when
she claims that “[a group] structure is realized when each of its functionally defined nodes or
places are occupied” (Ritchie 2013, 257). Nonetheless, she doesn’t pursue functionalism about
groups per se.
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1.1 Functionalism

In general, functionalism about 𝑥 is the view that 𝑥 is a functional kind. A kind,
K, is a functional kind when something is an K because of its extrinsic rather
than its intrinsic properties; specifically, what it does—the way it functions—
within a particular system in which it’s embedded. Ordinarily, functionalism
is associated with a particular account of mental states.7 Functionalists about
mental states accept that kinds of mental states (e.g., pain) are defined by
functions (e.g., to avoid physical harm) that are realized8 by whatever plays
the relevant roles (e.g., the “pain role”) within a particular cognitive system.
Generally, they accept that pain’s realizations are pains.

Functionalism’s claim to fame is the ease with which it accommodates mul-
tiple realizability. Multiply realizability is a feature of mental states whereby
a single mental state might be grounded in multiple non-mental (e.g., phys-
ical) states. In creatures with cognitive systems like ours, pain is realized
by c-fibers that cause the relevant kinds of responses; flinches, winces, and
wails, for instance. In extraterrestrials with cognitive systems unlike ours,
however, pain might be realized by gunky she-fibers that cause relevantly
similar responses; shlinches, shinces, and shails, for instance. But both are
pains because pains are what function that way.

Although there are many details about which functionalists disagree, I’ll
assume that pain is a higher-order property of the form an-input-linking-
an-output, where the relevant kind of linking is causal.9 A particular pain
might be a-pinch-causing-a-flinch within a particular cognitive system or a
shinch-causing-a-slinch in theirs. But that’s merely for convenience. For the
important thing is this: to be a pain is to do what pains do. As a result—and
with relevant disagreements aside—I propose

Group Functionalism (Functionalism). For 𝑥𝑥 to be a group,
is for

7 Of course, there are many varieties of functionalism. However, the variety of functionalism I’ve
described is “commonsense,” represented in, e.g., Block (1978), Fodor (1968), Lewis (1980), and
Putnam (1975).

8 Realization is a kind of non-causal determination that’s figured in influential arguments for
functionalism. See Bickle (2020) for an excellent survey.

9 Regrettably, I can’t discuss the many—and radically complex—differences in functionalist ac-
counts of mental properties here. But, ultimately, the relevant differences won’t jeopardize the
view I propose. In fact, they’re bound to enrich it.
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i. 𝑥𝑥 to be an instance of a group kind, K, and for
ii. 𝑥𝑥 to serve a function that defines K,

iii. within a particular social system

where 𝑥𝑥 is either a singular or a non-singular plurality. Here, I argue that
Functionalism provides an attractive answer to the definitional question
because it does what an account of groups should do; it satisfies several
desiderata.

First, a clarification. One might worry that in appealing to group kinds,
Functionalism is circular. Group kinds are group kinds, and one might
reasonably insist that group can’t be defined by them.10 (See ? for the corre-
sponding objection about mental states.) Here, then, is a conception of group
kinds I’ll assume throughout:

Group Kind Functionalism. K is a group kind iff K is

iv. a type of collection of individuals, C, such that
v. the individuals comprising C realize roles, 𝑟𝑟, that

vi. give them reasons to act as members of C

where, again, 𝑟𝑟 is either a singular or non-singular plurality. Clearly, Func-
tionalism plus Group Kind Functionalism isn’t circular. Group Kind
Functionalism says nothing about group. Rather, it says that a particu-
lar collection of individuals—Jonathan, Jennifer, and Julia, say—is, e.g., a
department of philosophy because they realize roles that push them around
in particular ways—in ways characteristic of departments of philosophy. In
other words, their being a group isn’t what makes them a department. Rather,
their being a department is what makes them a group. Of course, Group
Kind Functionalism assumes we understand what roles are. But because
everyone owes us an account of them, that’s okay. As a result, I’ll carry on as
planned.11

10 For instance, one might insist that particular group kinds are defined by group as particular
pains might be defined by pain. But that’s in tension with multiple realizability. For if this or that
mental state is essentially a pain, anything that’s in that mental state has to be in pain. But that’s
precisely what the functionalist denies. Because mental states are multiply realizable, something
might be in that mental state and not be in pain because of the nature of its cognitive system
more generally. That’s why pains are defined by their extrinsic rather than their intrinsic features.

11 Alternatively, one might use “group kind” ostensively as a placeholder for whatever things are
relevantly like departments, courts, and baseball teams. Again, I take my cue from functionalism
about mental states, and it’s plausible that we can say that mental state is defined by “mental
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1.2 Desiderata

Functionalism satisfies several desiderata. In particular, it accounts for

(a) the distinction between groups and mere collections of individuals;
(b) the fact that groups and the individuals that are their members might

malfunction—alternatively, might err12—as the kinds of things they
are; and

(c) the fact that groups are embedded in wider social systems.

That it does is reason to take it seriously.
As for (a): again, Functionalism is the view that groups are what they are

because they do what they do.13 A paradigmatic group like the Department
of Philosophy is the group it is because the individuals that are its members
in some way “do philosophy” within a particular college, within a particular
university, and as part of a particular department of education.14 Whatever
their doing what they do amounts to, the Department of Philosophy is the
particular group it is because the individuals that are its members do what
they do. It’s a department of philosophy, an instance of department of
philosophy, and, so, it’s a group.

state kinds” without circularity. We know which responses are pain responses, and so we can
appeal to them, whatever they are, in defining pain. (See Shoemaker 2003; McCullagh 2000;
Tooley 2001 for this kind of response.) Similarly, we know which collections of individuals are,
e.g., baseball teams, and so we can appeal to them, whatever they are, in defining baseball
team, too.

12 The difference between malfunctioning and erring corresponds to the difference between tele-
ological and nonteleological (e.g., causal) functions. Again, I’ll set that aside and mark it as a
choice point.

13 We might worry about understanding groups in terms of their “doing things.” For there’s a
question about how to understand the relation between groups and what they do, such that
groups don’t disappear when their members don’t do it. For instance, it’s an open question
whether departments of philosophy exist when their members don’t do philosophy because, e.g.,
they’re on strike, funding is suspended, it’s temporarily out of members. But this isn’t a special
problem for Functionalism. Whether groups are defined in terms of what they do, everyone is
on the hook for providing an account of how they persist through changes like these, if they do.

14 There’s a question about how to define the relevant group kinds when some of the department’s
members—its secretaries, say—don’t do philosophy in any straightforward sense. There’s a
relatively straightforward solution to this problem, however. There’s a slew of ways to play
the roles that define particular group kinds. For instance, although secretaries might not give
seminars, what they do enables professors to give seminars. As a result, defining group kinds in
terms of relatively course-grained functions like this one isn’t in itself problematic.
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And this feature of Functionalism underwrites a plausible explanation
of the distinction between groups and mere collections of individuals. It’s
uncontroversial that groups, in some sense, consist of collections of individu-
als. The Department of Philosophy, in some sense, consists of the individuals
that are its members, of Jonathan, Jennifer, and Julia. Similarly, the Supreme
Court, in some sense, consists of the individuals that are its members, of
Roberts and his colleagues, and the Boston Red Sox of the individuals that
are its members, of Martinez and his teammates.

But the Department of Philosophy, the Supreme Court, and the Red Sox are
relevantly unlike collections of individuals like those wearing white t-shirts,
those driving rental cars, and those that prefer chocolate to vanilla ice cream.
Intuitively, whereas groups like the Department of Philosophy, the Supreme
Court, and the Red Sox are such that the individuals that are their members do
what they do because they’re members, there’s nothing the collection of individ-
uals wearing white t-shirts do because they’re “members.” Of course, there’s
something they do: they wear white shirts. Unlike the groups in question,
however, they’re its members because they’re wearing white shirts. In other
words, whereas the individuals that are a group’s members play particular
kinds of roles—and so can act in their capacity as members—mere collec-
tions of individuals don’t and can’t. And, again, that’s what Functionalism
implies: because groups are individuated by what they do, the Department of
Philosophy is a group because the individuals that are its members play the
roles that define it, and not conversely.

As for (b): Functionalism explains how and why groups and the individ-
uals that are their members might malfunction as the kinds of things they
are. Groups are like thermostats. Thermostats are what measure temperature.
There’s something they do and with respect to which they might fail. If they
do, they’re bad thermostats. Similarly, departments of philosophy are what
do philosophy in the relevant ways. Like thermostats, there’s something they
do with respect to which they might fail. If they do, they’re bad departments
of philosophy.15

As for (c): Functionalism explains how and why particular groups are
embedded in wider social systems. Again, particular pains are what protect the

15 When we say the Department of Philosophy does philosophy badly, then we mean that it’s failed
as a department of philosophy. Though it’s failing to be, e.g., collegial is grounds for criticism,
this isn’t a failure qua department of philosophy. On the contrary, its failing to do philosophy
collegially is a kind of normative failure. But its normative failures don’t entail that it fails to be a
department of philosophy altogether.
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pained, are causing’s to avoid hot stoves, stubbed toes, and unfriendly blows.
This entails that they function within wider cognitive systems that enable the
relevant kinds of behaviors; in other words, that there are pained things—
organisms or otherwise—to protect. They’re parts of cognitive systems, are
what function to avoid the physical harms that might befall the things they
cause to behave in the relevant ways. In a word: no things, no cognitive
systems, no pains.

Analogously, particular departments of philosophy are what do philosophy
in the relevant ways, what in some sense account for the fact that the individu-
als that are their members give particular kinds of seminars, invite particular
kinds of speakers, and host particular kinds of events. Again, this entails that
particular departments of philosophy function within wider social systems
that enable these kinds of behaviors. Again, the Department of Philosophy
is the group it is because its members do philosophy as part of a particular
college that’s part of a particular university that’s part of a particular depart-
ment of education, and these ultimately underwrite, say, its seminar offerings.
These groups require that the Department follow a particular curriculum and,
so, ultimately constrain how the Department of Philosophy does philosophy.

Relatedly, Functionalism explains how and why the social systems in
which particular groups are embedded are structured. What social structures
are is an important and underexplored issue in contemporary philosophy. But
a few things are clear.

Minimally, structures are arrangements. They’re complexes of relations.
They consist of “positions” at the intersections of these relations, and things
“occupy” them. Naturally, then, group structures are social arrangements;
complexes of social relations that consist of intersecting positions things
occupy. Baseball teams are structured, for instance. Every baseball team has a
pitcher and a catcher. In other words, a baseball team’s structure partly consists
of particular asymmetric, irreflexive, and non-transitive relations—pitches to
and returns to, say—whose relata intersect in a particular way: pitchers pitch to
catchers and catchers return to pitchers. And that the relevant elements—this
and that individual—occupy the relevant positions—that they’re arranged in
the relevant way—partly grounds the fact that they’re part of a baseball team
rather than a mere heap of individuals.

More than this, though, that a particular group functions in the particular
ways it does is explained by the general arrangements of its elements. For
instance, the Red Sox and the individuals that are their members play roles
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that are determined by the wider social system in which they’re embedded.16

Like the Department of Philosophy and the Supreme Court, in other words,
the Red Sox are part of other groups; for instance, the American League East
(ALE) and Major League Baseball (MLB).17 And this wider social system
partly determines in which relations the individuals that are members of the
Red Sox stand both to one another and to other groups. For instance, we can’t
explain the fact that the Red Sox won the World Series in 2018 by appealing to
how well they played. Rather, we must appeal to the relational fact that they
played better than the Los Angeles Dodgers—themselves part of the National
League West (NLW) and, so, the MLB—and to the rules that legitimated their
win. In other words, we must appeal to the social system in which both the
Red Sox and the Los Angeles Dodgers are embedded—the MLB—to explain
important facts about them. As a result, it’s not merely that particular groups
are embedded in wider social systems, the social systems in which they’re
embedded structure them. And, again, Functionalism bears this out. (See
Haslanger 2000 for a similar thought.)

As a result, Functionalism satisfies desiderata (a)–(c) and thereby pro-
vides a powerful framework for thinking both about what it is to be a group
per se and what it is to be a group of a particular kind. But because it’s a sketch
of an account, there are details about which we might meaningfully disagree.
I’ll consider a particularly important detail about which we might disagree in
§ 3. But there’s more.

1.3 Open Questions

Here’s a brief survey. We might disagree about what a social system is and
about what it is for a complex of relations to constitute a structure. Both
Ritchie (2013, 2015, 2020) and Haslanger (2016) understand both in terms of
Shapiro (1997)’s influential conception of mathematical structure according
to which

16 Importantly, Functionalism implies that, at any time and in any world, there’s a social system
that is structured by social relations that aren’t embedded in any larger social structure. Maximal
social systems—like “maximal” cognitive systems—can’t be realized more than once at any time
or in any world aside from trivial permutations of the same roles within a single group. As a
result, every non-maximal social system there is part of a larger social system whose elements
are ultimately structured by the most basic social relations there are.

17 I’m assuming that the MLB is itself a group with other groups as “parts.” Following Ruben (1985),
I take it that being a member of a group and being part of a group are different relations. In what
follows, however, I overlook this distinction.
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a system [is] a collection of [entities] with certain relations. […]
A structure is the abstract form of a system, highlighting the
interrelationships among the [entities], and ignoring any features
of them that do not affect how they relate to other [entities] in
the system. (Shapiro 1997, 73–74)

However, we needn’t accept Shapiro’s conception of structure to accommodate
this feature of Functionalism. What’s important is that we accept that
the social systems in which groups are embedded are holistic. And, again,
Functionalism bears this out.

Moreover, we might disagree about whether particular individuals are uni-
fied in coming to be elements in a functionalist structure or whether it’s
sufficient that the relevant network of social relations is interdependent. (In-
deed, I discuss its importance in § 4.) Relatedly, we might disagree about what
the relevant functions are and what it is to realize them. For instance, there
might be “basic” kinds of groups that correspond to basic kinds of functions—
for instance, to competition—and non-basic kinds of groups that correspond
to ways individuals might compete—for instance, to playing baseball.

Lastly, we might disagree about which types of collections of individuals
are groups—in particular, whether genders and races are.18 Functionalist
accounts of genders and races are well-represented. For instance, MacKinnon
(1996)’s remarkably influential account of gender—according to which for
one to be a woman is for one to be sexually subordinated to men and to be
a man to sexually subordinate women—is recognizably functionalist. (See
Jenkins 2017 for a compelling case for this functionalist interpretation of
MacKinnon; see also Young 1990; Witt 2011; and Haslanger 2012 for additional
evidence.) Similarly, Charles Mills (1997)’s account of race—according to
which to be, e.g., black is to be positioned within a social system (i.e., a “vertical
race system”) such that one is treated as a “sub-person”—is recognizably
functionalist, too. (See Griffith 2020 for discussion.) But the important point is
this: Functionalism paves the way for a unification of otherwise disparate
literatures about the metaphysics of groups generally.

18 Another thing we might disagree about is whether genders and races are groups at all. Ritchie
(2020) claims that they’re “group-like kinds,” though one wonders whether they might rather
be “kind-like groups.” Nonetheless, I won’t defend the view that they are. Ultimately, it doesn’t
matter for the question whether monism or pluralism is correct, though I think it’s worthy of our
attention.
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Although Functionalism is ultimately neutral with respect to these dis-
agreements, it both clarifies what’s at issue and provides a framework for
thinking about how they might be resolved. (My many footnotes attest to it!)
To the extent that they’re meaningful disagreements, then we’ve reason to
take it seriously.19

2 The Ontological Question: Monism & Pluralism

Though Functionalism allows for significant disagreements among func-
tionalists, there’s an important detail that’s central to what I’ve called the
arguments from Difference and Sameness, namely, whether groups are one or
many. In this section, I argue that Functionalism is compatible both with
what I’ve called monistic and pluralistic answers to the ontological question.
Ultimately, in § 3, I show that the arguments from Difference and Sameness
are unsound because of it.

Again, monism is the view that groups are singular things. Some monists
accept that groups are sets (Sider 2001; Effingham 2010), some that they’re
“realizations of structure” (Ritchie 2013, 2015, 2020), some that they’re fusions
(Hawley 2017), and some that they’re “embodiments” of structure (Fine 2020).
Sets, realizations of structure, fusions, and embodiments of structure are
“something over and above” the collections of individuals out of which they’re
made up, and, in each case, that something is one.20

And though pluralism is widely rejected, some have come to its defense. In
particular, some accept that groups are pluralities of individuals that embody
“plural conditions” (Uzquiano 2018), and others that they’re “instantaneous
pluralities” (Wilhelm 2020). In each case, however, groups are many in the
sense that they’re fundamentally plural “things” (i.e., pluralities), “the very
kind of [‘object’] of which many is to be asserted,” as Russell (1903) suggests.

But the important point is this: one can be a functionalist, whether one
is a monist or a pluralist. In this section, I focus on Kit Fine and Gabriel
Uzquiano’s monistic and pluralistic accounts of groups, respectively. Because
each appeals to Fine (1999)’s “theory of embodiment,” focusing on theirs tidies
things up. Though other monists and pluralists will answer the ontological

19 Griffith (2020) takes Functionalism, as I understand it, seriously.
20 It might be that a plurality is something over and above another plurality, as Uzquiano (2018)

accepts with respect to groups and as Dasgupta (2014) suggests more generally with respect to
the relation (i.e., grounding) between groups and their members. As a result, this is an unargued
for assumption on the part of monists, though it’s perfectly commonplace.
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question in meaningfully different ways, what I say in restricting myself to
embodiments is ultimately compatible with them.

First, the framework. According to Fine (2020), groups are embodiments.
Embodiments are quite like Aristotelean compounds.21 Generally, Aristote-
lean compounds consist not only of “matter”—say, of a plurality of flowers—
but of “form”—say, of a “being bunched” arrangement—where form is un-
derstood to structure matter, to turn a plurality of flowers into a bouquet.
Similarly, embodiments consist not only of their parts but of “principles of
embodiment” (henceforth: principle/s) that specify the relevant arrangements
that structure their parts. The bunch is a plurality of flowers that embody the
arrangement the relevant principle specifies; the bunch is the flowers-qua-
bunch: a bouquet.22

Fine distinguishes two kinds of embodiments, what he calls “rigid” and
“variable” embodiments. On the one hand, rigid embodiments have their parts
necessarily. For instance, the bouquet is a rigid embodiment because exactly
the relevant flowers embody exactly the relevant bunching arrangement at
all times and in all worlds. The bouquet is the bouquet it is because it has
exactly those flowers arranged in exactly that way; replace one and you’ll have
another bouquet.

On the other hand, variable embodiments have their parts contingently.
For instance, my bike is a variable embodiment because it has different “man-
ifestations” that embody a particular arrangement at particular times and in
particular worlds. Clearly, my bike has different bits of rubber, plastic, and
metal as parts, and these are arranged ‘bicycley’ at different times and in
different worlds. In other words, my bike isn’t identical to its manifestations,
to the objects consisting of bits of rubber, plastic, and metal arranged ‘bicycley’
at particular times and in particular words. Rather, it’s constituted by them
then and there. As a result, it persists when I replace a tire. (We might disagree
about examples, of course, but the distinction is clear enough.)

Ultimately, groups can be either rigid or variable embodiments, though
Fine (2020) focuses on those that are variable embodiments. The Department

21 See Koons (2014) and Marmodoro (2013) for misgivings.
22 Importantly, embodiment isn’t mere instantiation. Should the flowers merely instantiate the

property of being bunched, it follows that the flowers are merely contingently bunched. When
one tosses the bunch and the flowers scatter, the bunch—the flowers—survive. If the bunch
of flowers embody being bunched, however—if they’re the flowers-qua-bunch, the bouquet—
they’re necessarily bunched, and, so, the bouquet doesn’t survive the scattering. But this feature
of Fine’s account won’t matter for what I go on to say.
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is the group it is because it has manifestations at particular times and in
particular worlds consisting of the individuals that are its members and the
arrangements they embody at those times and in those worlds. What this
arrangement is is specified by the relevant principle; something like ‘being
arranged “departmentally”.’ And in embodying that arrangement, the Depart-
ment isn’t identical to its manifestations but constituted by them at particular
times and in particular worlds.23

But Fine’s theory is remarkably flexible. He places no restrictions on the
content of principles of embodiment generally. It’s up to say what they are.
Uzquiano (2018) exploits this flexibility and argues that groups are structured
by principles that encode plural rather than singular conditions, as Fine
assumes. In particular, he argues that their principles are relevantly like
“being scattered,” where to be scattered implies that what’s scattered isn’t one
but many.

Moreover, he argues that because his account of groups can accommodate
what might be groups that others can’t—in particular, supposed groups like
queues and multitudes that are significantly less structured than, e.g., depart-
ments of philosophy—we should prefer it to Fine’s. As he puts it, “neither
queues nor multitudes appear to demand much of their individual members.”
They must “[embody] a certain spatial arrangement but they do not seem to
require a shared intentionality or agency from their members” (Uzquiano
2018, 423). In other words, though individuals that are “members” of queues
embody minimal arrangements such that they’re queues, this doesn’t entail
that they’re one.24

However, neither Fine nor Uzquiano say what kinds of principles define
groups rather than other variable embodiments. In other words, neither gives
us an account of what it is to be a group—what defines group—such that
we can distinguish embodiments that are groups from those that aren’t. Ulti-
mately, that’s a desirable feature of the theory of embodiment. It was developed
as an alternative to traditional accounts of mereological composition. It tells
us what kinds of things groups are, not what it is to be a group per se. As a

23 Fine claims that this account can accommodate the view that groups can have different structures
at different times and in different worlds. It’s not clear that he’s right, however. Whether he is
depends on the content of the relevant principles of embodiment.

24 One wonders whether this is compatible with pluralism. It’s tempting to say that embodiment
itself is unifying and, so, that even queues become one in embodying the relevant spatial arrange-
ment, plural conditions be damned.
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result, it doesn’t presuppose an answer to the definitional question. And that’s
good.

But now we can see how both Fine and Uzquiano might answer it. For
we can trace the differences between bikes and departments of philosophy
to the principles they embody. Whereas my bike’s parts might embody one
functional arrangement—a principle that specifies what the relevant bits
of rubber and metal do (e.g., enable riding)—a department of philosophy
will embody another functional arrangement—concerning what it does (i.e.,
philosophy). As a result, Fineans can appeal to Functionalism to explain
what it is to be a group per se. In particular, it can explain which embodiments
are groups and which aren’t by appealing to the distinctive kinds of principles
the individuals that are their members embody. Because Fine and Uzquiano
can agree that groups are functional, then Functionalism is compatible
with both monism and pluralism.

3 The Arguments from Difference & Sameness

Now we’re ready for the biggest bit: the arguments from Difference and Same-
ness. (Here25 they are for easy access.) Again, they’re supposed to be problems
for a pluralistic account of the kinds of things groups are and not for a func-
tionalist account of group. They’re supposed to imperil the pluralist’s answer
to the ontological question. In this section, I argue that an attractive version of

25 For reference:

(1) A group can have different members both at different times and in different worlds.
(2) If groups are pluralities, a group can’t have different members either at different times or

in different worlds.
Therefore, groups aren’t pluralities.

(3) According to pluralism, groups are pluralities.
Therefore, pluralism is false.

And:

(4) Different groups can have the same members both at the same times and in the same
worlds.

(5) If groups are pluralities, different groups can’t have the members either at either the same
times or in the same worlds.
Therefore, groups aren’t pluralities.

(6) According to pluralism, groups are pluralities.
Therefore, pluralism is false.
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functionalist pluralism is invulnerable to them. In particular, I argue that the
arguments from Difference and Sameness obscure a distinction between rela-
tions I call “being grouped” and “being a member.” Once we distinguish them,
Functionalism comes to the rescue, and pluralism is back in business.

3.1 The Arguments

Again, that paradigmatic groups can have different members both at different
times and in different worlds is widely accepted as a constraint on accounts
of what they are. I call it:

The Difference Constraint (Difference). A group can have
different members both at different times and in different worlds.

It’s plausible that departments of philosophy can, e.g., hire professors. In par-
ticular, it’s plausible that the department once had members it no longer does
and that it might have had members it never did. Nonetheless, it’s precisely
the department it either was or might have been. If so, Difference is true.

Moreover, that different groups can have the same members both at the
same times and in the same worlds is widely accepted as a constraint on
accounts of what they are. I call it:

The Sameness Constraint (Sameness). Different groups can
have the same members both at the same times and in the same
worlds.

The department and its bowlers, the HaeXeities, might have exactly the same
members. Nonetheless, it’s plausible that the department isn’t identical to the
HaeXeities. For instance, whereas members of the department are expected
to behave decorously in departmental dealings—and, so, might be sanctioned
for misbehaving—the HaeXeities aren’t; anything goes on the lanes. If so,
Sameness is true.

But because it’s widely accepted that pluralities have their “members” es-
sentially, it’s widely accepted that pluralities can’t have different members
at either different times or in different worlds. If the plurality of individuals
that are members of the department here and now—Jonathan, Jennifer, and
Julia—consists of them essentially, it consists of them necessarily and, so, at
every time and in every world.
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As a result, both Difference and Sameness presuppose a principle of
extensionality for pluralities:

Extensionality. One plurality, 𝑥𝑥, is identical to another plurality,
𝑦𝑦, if and only if for all 𝑧, 𝑧 is one of the 𝑥𝑥’s if and only if 𝑧 is one
of the 𝑦𝑦’s.

Assuming Extensionality, pluralism entails that for groups to be different
is for them to have different members, and for them to be the same is for them
to have the same members. Because Jonathan, Jennifer, and Julia couldn’t
be Jonathan, Jennifer, and Julia, and Jim, pluralism entails that each is a
different plurality and, so, that the department can’t have different members
at different times and in different worlds. Hence the argument from Differ-
ence. Similarly, if groups are pluralities, the department and the HaeXeities
aren’t different groups because they have exactly the same members: Jonathan,
Jennifer, and Julia. Hence the argument from Sameness.

The arguments from Difference and Sameness have become the argu-
ments against pluralism in the literature, and, so, they’re rarely resisted.26

Nonetheless, the arguments are misleading. In keeping with Extension-
ality, it’s important to emphasize that (2) and (5) are true if and only if
pluralism is the view that

(i) to be a group, G, is to be identical to a plurality, 𝑎𝑏; and
(ii) to be a member of G is to be a “member” of 𝑎𝑏 (i.e., to be either 𝑎 or 𝑏).

Again, Extensionality entails that the department is its members, that they
are the department, because the relevant individuals are “members” of the
plurality with which it’s identical. Similarly, the HaeXeities is its members,
they are the HaeXeities, because the relevant individuals are “members” of
the plurality with which it’s identical.

However, there’s no one thing it is to be either one or many, and, so, there
are different versions of pluralism to which the arguments are inattentive.27

26 In particular, though Horden and López de Sa (2021) are pluralists, they reject Sameness, which
neither Uzquiano (2018) nor I are willing to do.

27 The monist will likely insist that there’s no conception of plurality on which pluralities don’t
have their members essentially. And, if they’re right, Extensionality entails that pluralism
is false. I both agree and disagree. On the one hand, I agree that the pluralist ought to accept
Extensionality. However, I disagree that accepting Extensionality entails that there’s no
conception of pluralities on which they have their members essentially. That’s the crux of my
argument.
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As a result, neither (i) nor (ii) is entailed by pluralism per se. Rather, they
constitute a—particularly naïve—version of pluralism that both monists
and pluralists are right to resist. Because both (i) and (ii) are required to
substantiate the arguments from Difference and Sameness, then they
misrepresent pluralism.

The basic idea is this. The arguments from Difference and Sameness
assume that Extensionality entails that pluralism per se is false. However,
there’s an intuitive version of functionalist pluralism that’s compatible with
Extensionality. If that’s right, (2) and (5) are false, and the arguments from
Difference and Sameness are unsound. That’s what I argue in this section.

3.2 Being Grouped vs. Being a Member

I begin with a distinction:

Being Grouped. The relation between a group,G, and the plurality
of its members.

And

Being a Member. The relation between an individual that is a
member of a group, G, and G.

Minimally, Being Grouped is a multigrade relation. Although it’s a relation
between G and its members, its members’ slot doesn’t have a definite degree:
at some times and in some worlds, some number of members stand in this
relation, and at other times and in other worlds, another number of members
do. However, Being a Member is a unigrade relation; its members’ slot does
have a definite degree. In particular, it’s a binary relation in which a group
stands to a particular individual.28

That’s sufficient to distinguish Being Grouped and Being a Member.
They’re different relations because they have different properties. But it’s
especially important to distinguish them because they imply the distinction
between (i) and (ii). For the claim that G is identical to 𝑎𝑏 is a claim about
the relation between a group and its members. Something makes a particular
collection of individuals a group rather than a mere collection of individuals.

28 Whether these relations are symmetric, asymmetric, or, importantly, antisymmetric is something
I won’t—but that should be—discuss/ed in detail.
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Jonathan, Jennifer, and Julia are the department, in other words, because
they’re related to it in a particular way; they do this and not that. Again, if (i)
is true, this relation is identity (i.e., to 𝑎𝑏).

Moreover, the claim that to be a member of 𝑎𝑏 is to be a “member” of
𝑎𝑏 is a claim about the relation between the individuals that are a group’s
members and the group of which they’re members. Again, something makes
a particular individual a member of a particular group. Julia is a member of
the department because she’s related to it in a particular way. And, again, if
(ii) is true, this relation is identity (i.e., to either 𝑎 or 𝑏).

3.3 Functionalist Pluralism: Roles

Importantly, to distinguish Being Grouped from Being a Member is to
recognize both that they needn’t be identity and that neither (i) entails (ii)
nor that (ii) entails (i). Here’s a version of pluralism that does the work:

Roles. For G to be a group is for

(A) G to be a plurality of functional roles, 𝑟𝑟, that are instances29 of a kind,
K, for

(B) K to be defined by 𝑟𝑟 at particular times and in particular worlds,
(C) within a particular social system.

Simply: the collection of individuals we call the Department of Philosophy
is a group because the kind of which it’s an instance—department of
philosophy—is defined by a set of functional roles the individuals that are
its members realize.30

29 Note that I’m appealing to a distinction between multiple realizability and multiple instantiability
here. Again, I’ve suggested that functional properties like being a pain or being a baseball team
are second-order properties that are defined in terms of particular first-order properties that are
instantiated by particular individuals at different times and in different worlds. But because
the Red Sox can have different instances of the same set of first-order realizers of the kind
baseball team, it’s multiple instantiability and not multiple realizability that explains how
groups survive changes in membership. Nonetheless, it’s plausible that multiple realizability
explains how different baseball teams at the same times and in the same worlds each realize the
functional property in different ways.

30 One might insist that it’s an instance of finer-grained kind; say, being a department. But that’s risky.
In particular, there’s a risk that in appealing to fine-grained social kinds, we can’t accommodate
the view that groups can have different structures at different times and in different worlds. For
it’s arbitrary to stop appealing to finer- and finer-grained social kinds in distinguishing these
groups. If the Department of Philosophy is structured in the particular ways it is because it’s a
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Importantly, in defining groups in terms of functional roles, Roles is a
structuralist account of groups. As I suggested in § 1, arrangements are essen-
tially relational. There are no roofs without frames, and there are no frames
without foundations. Analogously, there are no pitchers without catchers, no
catchers without pitchers. The position pitcher is defined by the pitches to
relation and thereby catcher, and the position catcher is defined by the re-
turns to relation and thereby pitcher. And that’s what Roles implies. Every
group is defined by a plurality of functional roles, each of which is played by
particular individuals that are embedded within wider social systems. Roles
is holistic, too.

A quick clarification. It’s plausible that a version of the ontological question
arises for Roles. Philosophers interested in groups have said remarkably
little about the metaphysics of roles and, so, about what it is to play one.31

Here, then, is another detail about which functionalists might disagree. I’ll
refer to role-types and role-tokens to simplify matters, but I intend to remain
ecumenical with respect to their metaphysics. We can reasonably expect any
account of roles to satisfy the corresponding versions of Difference and
Sameness.

3.4 Responding to the Arguments from Difference and Sameness

Roles reveals that (i) doesn’t entail (ii). The first of these claims—that G is
identical to 𝑎𝑏—is neutral both with respect to what 𝑎 and 𝑏 are and with
respect to what it is to be a member of G. In particular, it tells us that 𝑎 and 𝑏
aren’t individuals but the roles they play.32 And, in that case, (ii) doesn’t entail
(i) either.

department of philosophy, it’s as structured in the particular ways it is because it’s a department
of philosophy at the University of Chicago, because it’s the Department of Philosophy at the
University of Chicago, because it’s the Department of Philosophy at the University of Chicago at
a particular time and in a particular world, and on and on. And with each successive refinement,
we’ll significantly limit the possibility that it’ll survive changes in structure. (See footnote 36.)

31 For instance, a functionalist Finean might accept that roles are variable embodiments. That
is, whereas Fine accepts that groups are variable embodiments, one might accept that groups
are pluralities of variable embodiments. In other words, whereas Fine claims that groups are
pluralities of individuals that collectively embody a formal principle, it might be that groups are
constituted by pluralities of roles that individuals individually embody. And this underwrites an
account of roles with which I’m ultimately sympathetic. I won’t assume it here, however.

32 The words we use to refer to both groups and their members can—or, as Horden and López de
Sa (2021) argue, do—mislead us. For what we might call “member terms,” such as “department
chair,” figure in claims with both de re and de dicto interpretations.
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For if G is identical to a plurality of functional role-types, 𝑟𝑟, that define the
kind in question—and not to a plurality of individuals, 𝑎𝑏, with which they’re
easily confused—to be a member of G is to be a “member” of 𝑟𝑟, to be identical
to either role-type. To identify a plurality’s “members” is to identify that of
which it’s a plurality; to identify a group’s members isn’t to identify the role-
types of which it’s a plurality. To claim that role-types are members of groups
would significantly strain our—admittedly pre-theoretical—conception of
membership. Rather, it’s to identify the individuals that play the roles of
which it’s a plurality, that “are” the role-tokens of those role-types in the way
that Jonathan “is” the department’s chair. As a result, there are grounds for
claiming that whereas “membership” is extensional, membership proper is
non-extensional, and, so, that membership isn’t “membership” (contra (ii)).

As a result, the claim that to be a member of G is to be a “member” of 𝑎𝑏 is
neutral both with respect to what 𝑎 and 𝑏 are and with respect to what it is for
the individuals that are a group’s members to be grouped. We can suppose that
𝑎 and 𝑏 are particular individuals rather than the roles they play and that to be
a member of G is to be a “member” of 𝑎𝑏. Still, it’s compatible with this view
that the relation between G and 𝑎𝑏 isn’t identity. Again, on Functionalism,
it’s realization. In other words, it’s compatible with (ii) that G exists because
𝑟𝑟 does, that G is a plurality of these role-types that’s realized by a plurality of
individuals that play them at particular times and in particular worlds (contra
(i)). And this allows that G itself might be realized by different pluralities at
different times and in different worlds. As a result, the functionalist pluralist

On the one hand, “department chair” has a reading on which it refers to the particular indi-
vidual that happens to play the relevant role at a particular time and in a particular world (e.g.,
Jonathan). On the other hand, “department chair” has a reading on which it refers to an arbitrary
individual; in particular, to the individual—whoever they are—that plays the relevant role at
particular times and in particular worlds.

But we’ve independent reason to interpret claims in which member terms like “department
chair” figure de dicto. For if “department chair” refers to Jonathan, the claim that Jonathan is the
department chair is necessarily true; Jonathan is necessarily self-identical. Similarly, if “chief
justice” refers to Roberts and “outfielder” to Martinez, the claims that Roberts is the chief justice
and Martinez an outfielder are necessarily true. But, of course, that can’t be.

This can be avoided by using member terms like “department chair” (e.g., “chief justice” and
“outfielder”) to refer to role-types and, so, to arbitrary individuals. We can say that Jonathan “is”
the department’s chair because he plays the role it refers to within a particular social system; in
other words, that he “is” a role-token of that role-type. He realizes it at a particular time, in a
particular world, and within a particular social system.
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needn’t reject Extensionality to reply to the arguments from Difference
and Sameness.33

To summarize: Roles entails that (2) and (5) are false because it distin-
guishes being grouped (via (A)) from being a member of (via (C)), where
Being a Member is non-extensional (via (B)). Pluralism is back in busi-
ness.34

4 Functionalist Monism vs. Functionalist Pluralism: A
Challenge

That’s interesting enough. Whether the argument that follows is successful,
we’ll have made some progress: the arguments from Difference and Same-
ness presuppose an account of pluralism that we shouldn’t accept, and, so,
they’re unsound. But that does nothing to recommend pluralism. That plu-
ralism is invulnerable to the arguments from Difference and Sameness is
one thing. That we should accept it is another.

In this section, I give it a try. I argue that the fact that groups are partly
individuated by the structured social systems in which they’re embedded (per
Functionalism) is an obstacle for functionalist monism. Because monism
recommends the view that groups are exclusively individuated by the relations
their members realize “internally,” its conception of the kinds of things groups

33 This marks a crucial difference between Uzquiano (2018)’s pluralism and Roles. Whereas he
denies Extensionality, I don’t.

34 Before proceeding, a disclaimer. One might worry that while Roles isn’t vulnerable to the argu-
ments from Difference and Sameness, it’s vulnerable to arguments from nearby metaphysical
constraints. In particular, we can distinguish Difference and Sameness—which are claims
about the individuals that are a group’s members—from Difference∗ and Sameness∗—which are
claims about a group’s structure; in this case, about the relevant role-types:

Difference∗. Groups can have different structures at different times and in
different worlds.

Sameness∗. Different groups can have the same structures at the same times and
in the same worlds.

Provided we accept Extensionality, in other words, the arguments from Difference∗ and
Sameness∗ immediately arise. Ultimately, I’m inclined to say that functional kinds are hierar-
chical and, so, that groups can survive important structural changes by realizing “lower-level”
kinds at different times and in different worlds. But because consideration of this issue exceeds
the scope of this paper, I set it aside. See (?), Faller (2019), and Wilhelm (2022) for accounts of
persistence that claim to be pluralistic.
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are is a liability. To the extent that we favor Functionalism, then we’ve
reason to disfavor functionalist monism and to favor functionalist pluralism.

A note. I’m not claiming that the challenge I raise for functionalist monism
is dispositive. Functionalist monism is a powerful view of the metaphysics of
groups, and it has powerful resources. Rather, I’m claiming that it’s a mean-
ingful challenge for functionalist monism, both independently and because
of its implications for functionalist pluralism. As a result, I offer it to both
functionalist monists and functionalist pluralists. It represents a significant
point of disagreement among them that’s worth exploring.

4.1 Internal and External Structure

Let’s return to the view that groups are embedded in structured social systems.
In a series of influential papers, Ritchie (2013, 2015, 2020) defends an account
of groups according to which groups are—deep breath—elements-realizing-
social-structure. Groups are singular things, and their elements (e.g., their
members) are arranged in particular ways.35 As a result, her account substan-
tiates the arranging/arrangement distinction I introduced in § 1: a group’s
elements are arranged in realizing an arrangement, and arrangements are
the social structures they realize. The Red Sox’s members realize a particular
social structure consisting in part of pitcher and catcher.

Ritchie’s is an exceptionally insightful account of groups, innovative and
rich with nuance. But one of its innovations is especially important in un-
derstanding both groups and the structured social systems in which they’re
embedded. She distinguishes what she calls “internal” and “external” ways
the individuals that are a group’s members realize social structure. In par-
ticular, she claims that a group is internally structured when precisely its
members are arranged in particular ways and externally structured when it
and/or its members and other groups and/or their members are arranged
in particular ways. For instance, Bertrand Russell University is internally
structured relative to both the College of Liberal Arts and the Department

35 It’s an open question whether things like books, buildings, and buses occupy nodes, too. Certainly,
they aren’t members of groups but, perhaps, parts of them. For instance, Fine (2020) claims that
things like buildings, buses, and basins are parts of groups. In particular, he proposes that they’re
“spatial” rather than “temporal” parts of groups rather than that they’re members. Of course,
one needn’t accept that buildings, buses, and basins are parts of groups either. For instance, one
might accept that buildings, buses, and basins enable the relevant connections among groups
and/or their members.

Nonetheless, I’ll focus on their members as Ritchie does.
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of Philosophy, the College of Liberal Arts is externally structured relative
to the Bertrand Russell University and internally structured relative to the
Department of Philosophy, and the Department of Philosophy is internally
structured relative to its members and externally structured relative to both
the College of Liberal Arts and Bertrand Russell University.

That’s quite plausible. But there are several things to emphasize about
Ritchie’s account. First, she claims that groups are internally and externally
structured relative to both their members and other groups and/or their mem-
bers. The Department of Philosophy is externally structured relative to both
the College of Liberal Arts and Bertrand Russell University, yes. But it’s ex-
ternally related relative to the HeXaeities, with which it’s co-extensive, too.
There are uncountably many social structures particular groups realize and,
so, uncountably many ways they’re structured relative to one another.

Second, and again, Ritchie develops the internal/external distinction by
appealing to Shapiro (1997)’s account of mathematical structure. Shapiro
distinguishes “systems” and “structures” and claims that a system is a “collec-
tion of [particular elements] with certain relations” (Shapiro 1997, 73), and a
structure is “the abstract form of a system, highlighting the interrelationships
among the [particular elements]” (Shapiro 1997, 74). Analogously, Ritchie ac-
cepts that whereas groups are systems whose elements are arranged in this or
that way, a group’s structure is the arrangement their elements realize. Groups
are internally and externally structured in whatever ways the arrangements
they realize specify.

Shapiro represents structures hypergraphically in terms of “nodes”—or
positions things occupy—and edges—or relations that link them. Ritchie
does, too, claiming that

the structure of a group can be represented with nodes […] and
edges connecting nodes to other nodes. The edges of a structure
capture the relations that hold between nodes. Since all members
of a group are related to some degree, each node in structure S is
connected to every other node in S. (Ritchie 2013, 268)

As a result, she precisifies her internal/external distinction hypergraphically:
a group is internally structured when “all the relevant nodes are occupied by
its members and every member occupies some node or other” (Ritchie 2020,
409), and externally structured if and only if its elements “occupy only some
node/s” of the relevant internal structures and when “other nodes […] are
occupied by entities or systems that are not” among them (Ritchie 2020, 410).
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Third, the internal/external distinction doesn’t tell us how particular groups
are individuated. But we can and should ask how they are. In particular, we
can and should ask why—that is, in virtue of what36—the College of Liberal
Arts is externally structured relative to Bertrand Russell University rather than
to the ALE and internally structured relative to the Department of Philosophy
rather than to the Red Sox in the ways it is. Again, the internal/external
distinction doesn’t say which of these social structures is privileged relative
to the College of Liberal Arts. But, of course, exactly one is: the department
of philosophy structure. As a result, we’ll want more.

4.2 A Challenge

Luckily, Functionalism gives us more. Suppose the individuals that are the
Red Sox’s members are precisely the individuals that are the Department of
Philosophy’s members. But, of course, they’re different groups, and Func-
tionalism accounts for the fact that they’re different groups by appealing
to the functions they serve. It says that whereas the Red Sox function in one
way—the baseball team way—the Department of Philosophy functions in
another way—the department of philosophy way—whatever these amount
to.

As a result, Functionalism implies that we can’t account for the fact
that the Red Sox and the Department of Philosophy are different groups by
appealing to the ways the relevant individuals are arranged. We’ve supposed
that the individuals that are members of both groups are arranged in both
ways. Nonetheless, the individuals that are the Red Sox’s members aren’t
arranged in being, e.g., teachers, nor are the individuals that are members of
the Department of Philosophy’s arranged in being pitchers. In other words,
although the individuals that are the Red Sox’s members are teachers, they
don’t do philosophy as members of a baseball team. Likewise, although the
individuals that are the Department of Philosophy’s members are pitchers,
they don’t play baseball as members of a department of philosophy. However,
we can account for the fact that the Red Sox and the Department of Philosophy
are different groups by appealing to the different functions they serve.

Here it’s especially important to emphasize that, according to Function-
alism, the Department of Philosophy is the kind of group it is because the
collection of individuals that are its members serve a particular function

36 There’s a causal “why question” I mean to avoid asking in this context.
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within a particular social system. The individuals that are members of the Red
Sox don’t play baseball simpliciter. Rather, they play baseball in the ALE. If
we can’t appeal to the ALE in individuating the Red Sox, we can’t distinguish
it from either departments of philosophy with the same members or—more
importantly—from other baseball teams (e.g., The Dodgers). Similarly, the
individuals that are members of the Department of Philosophy don’t do phi-
losophy simpliciter. Again, if we can’t appeal to the College of Liberal Arts,
we can’t distinguish it from either baseball teams with the same members
or—again, more importantly—from other departments of philosophy (e.g., at
David Lewis University). As a result, Functionalism implies that a group’s
external structure plays a distinctive role in individuating them. In particular,
it implies that the Red Sox and the Department of Philosophy are different
groups because each is embedded in different social systems that thereby
structure them.

Now for the important point. The functionalist’s emphasis on external
structure seems to be in tension with the view that the individuals that are
a group’s members are singular entities. For if groups are “unified wholes,”
they have identifiable boundaries that mark them off from one another. In
particular, they’re marked off by their intrinsic rather than their extrinsic
properties. Indeed, that’s what intrinsic properties are: properties things have
that don’t “mention” other things. But because Functionalism entails that
group kinds are extrinsic to the collections of individuals that realize them, it
seems in conflict with the view that they’re singular entities that exclude the
groups that are external to them.

Although Ritchie isn’t my primary target, let’s consider an explicitly func-
tionalist version of her account and see whether it has the resources to respond.
Surely, her conception of internal/external structure captures the fact that
the Department of Philosophy is externally structured relative to the College
of Liberal Arts in being bound by its charter. Per Shapirian structuralism,
the relevant complex of relations is there, and we abstract it. But as singular
entities with identifiable boundaries, it’s not clear that she’s entitled to the
view that particular groups are partly individuated by their external structures.
Again, as she suggests, whereas a group is internally structured when “all
the relevant nodes are occupied by its members and every member occupies
some node or other” (Ritchie 2020, 409), it’s externally structured if and only
if its elements “occupy only some node/s” of the relevant internal structures
and when “other nodes […] are occupied by entities or systems that are not”
among them (Ritchie 2020, 410, emphasis added). And it’s precisely this that
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makes a group’s external structure “stand outside” the singular entities—the
groups—that are thereby externally related to it. In other words, the view
that groups are singular entities seems to imply that they’re individuated
exclusively by their internal structures. But that’s the problem.

There’s a good question about how singular entities are individuated, of
course.37 There are certainly accounts of singular entities that don’t have this
result. (Fine’s is one of them, and I’ll consider it shortly.) But because Ritchie’s
account of groups has it that we abstract structures from whatever social sys-
tems are there already, it’s difficult to see how she might individuate precisely
the “right” social systems (i.e., the Department of Philosophy) rather than
others (e.g., the Department of Philosophy + the Red Sox) without privileging
their internal structures. In other words, it’s difficult to see how she isn’t
committed to the view that a particular group is individuated exclusively by
its internal structure when what’s there to be extracted is a tangle of relations,
both internal and external, only some of which unify the group in question.

Luckily, Ritchie has options, and each is worthy of significant consideration.
Again, I don’t claim that this challenge to functionalist monism is dispositive,
only that it’s worth considering. I’ll consider one.

She might accept that the Department of Philosophy and the College of
Liberal Arts are asymmetrically, internally related. It’s certainly true that
they stand in a kind of asymmetric relation. There’s a function they serve
that entails it, and that’s realized when the Department of Philosophy is
bound by its charter. But that seems to require that the College of Liberal
Arts and Department of Philosophy aren’t different groups. In particular, it
seems to require that the realization of structure to which the Department of
Philosophy corresponds is the realization of structure to which the College of
Liberal Arts since the function they serve unifies them.

And this problem compounds the further up the hierarchy we go. For to
retain the view that the relevant functions are served by whatever singular
entities they unify, we seem compelled to search out ever larger social systems
to accommodate the view that the groups to which they correspond have
identifiable boundaries. Again, the Department of Philosophy will become
a member of the College of Liberal Arts such that the members of each are

37 This corresponds to a familiar issue, namely, the possibility of Max Black objects. Something
that’s worth considering is whether there are Max Black groups. If so, the monist might have
resources to resist this challenge. But the issue is precisely how to square Functionalism—that
individuates groups by appeal to extrinsic properties—with monism—that individuates groups
exclusively by appeal to their intrinsic properties.
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in fact internally related. Moreover, the College of Liberal Arts will become
a member of Bertrand Russell University such that all of their members are
internally related, too. But, again, that robs us of the view that these are
different groups. Whether this commits Ritchie to the existence of a single
group—society itself, say—is beside the point.38 The point is that in order to
accommodate the view that groups are individuated by whatever functions
unify their members, she’ll commit herself to an implausible view of their
interrelations.39

Functionalist Fineanism recommends a different response, one that might
be available to Ritchie, too. (However, her failure to account for the role group
kinds play in individuating groups remains a problem.) But although Fine
doesn’t have the problem I’ve raised for Ritchie’s account, he has a relevantly
similar problem.

Importantly, Fine can reasonably deny that groups are individuated solely
by the relations their members realize internally; in particular, because there
are no restrictions on the content of the principles of embodiment they mani-
fest. Again, he might accept that though we individuate the department by
its relation to the university, the university isn’t part of that thing, the de-
partment. In particular, he might insist that because the relevant principles
of embodiment are functional, particular extrinsic—or, in Ritchie’s sense,

38 Interestingly, this suggests a kind of priority monism with respect to social goings-on. According
to Schaffer (2010), a single thing—the universe—grounds everything else there is. The universe
is fundamental. Similarly, the functionalist might accept that a single thing—society—is funda-
mental relative to the social and, so, with respect to groups. And in the way Schaffer appeals to
quantum entanglement to justify his priority monism, the “social priority monist” might appeal
to “social entanglement” to justify theirs. And that’s an issue worth exploring, monism and
pluralism aside.

39 She has another, better option. (I think there’s problems with it, too, but it’s important to em-
phasize that it isn’t a problem for Ritchie’s monism but for her commitment to Shapiro’s view of
structure.) As a result, I’ll mention it, then set it aside. She might accept a plausible distinction
between parthood and membership (pace Ruben 1985), and she might insist that both a group’s
members and the groups of which they’re part are individuative. For the wider social systems of
which particular groups are embedded are plausibly groups of which they’re part rather than
of which they’re members. That’s a significantly better option and one that’s worth pursuing.
However, it, too, risks a kind of arbitrariness. Again, it doesn’t say which social systems are groups
and which are the groups of which they’re part. Certainly, it implies that the Department of
Philosophy and the College of Liberal Arts are different groups; each serves a different function.
But it also implies that they aren’t different groups. As before, there is a function they both serve;
there are many. It implies both that they are and aren’t different groups. If being a member of
a group concerns realizing the relevant functional kind, then even the membership/parthood
distinction is inadequate to capture the view that they’re different groups.
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external—relations are needed to pick out the particular collections of indi-
viduals they unify. He’s entitled to use Ritchie’s distinction in that way.

For instance, he might say that to the extent that the Red Sox are a baseball
team, the individuals that are its members are unified by the relations that
define baseball team. Nonetheless, they’re individuated by their relations
to, e.g., the ALE—and, so, to the MLB—and to the City of Boston, too, because
the relations between them are what make the Red Sox the unique instance
of the kind it is; the very group it is. In other words, whereas the internal
relations that make them a baseball team unify them, the external relations
that make them the baseball team in question—the Red Sox—don’t.

Nonetheless, this response makes Finean principles of embodiment intol-
erably arbitrary.40 In particular, it suggests that if a group is individuated both
by the structures it realizes internally and externally, there isn’t a principled
distinction between a particular group and the groups to which it’s externally
related. This is a version of the challenge raised for Ritchie. For if, in order to
individuate the relevant collections of individuals, principles of embodiment
appeal to relations that aren’t definitional of the kinds of groups in question, it
will be difficult to say which groups are which and why. That the department is
unified by a principle that appeals to relations that don’t unify the individuals
that are its members—in this case, to the university—is at best stipulative. In
other words, if variable embodiment is unifying, it’s not clear why that which
is externally related to that which is internal to a particular group doesn’t
have as much a right to be counted as part of the same group. As a result, it’s
not clear that he's justified in claiming that genuine unification occurs.

Relatedly, this response makes it impossible to tell whether to prefer Fine’s
monism to Uzquiano’s pluralism. Again, Uzquiano claims that the relevant
principles of embodiment don’t stamp out singular but plural “entities.” But
since each assumes that principles of embodiment are either singular or
plural, it’s difficult to know how to decide between them. For both Fine and
Uzquiano accept that for variable embodiments to be identical is for “them” to
embody the same principle of embodiment. But if principles of embodiment
are individuated by their modal profiles—as Fine (1999, 70) and Uzquiano

40 There are other responses available to Fine, too. For instance, he might accept that both internal
and external relations are definitional of groups such that it’s necessary that particular groups
are embedded in the social systems in which they in fact are. But this gives rise to a host of other
problems, in particular concerning the possibility that groups can have different structures at
different times and in different worlds. Ultimately, solving that problem requires an account of
group structure itself. Again, see (?) for an attempt.
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(2018, 442)’s remarks suggest—it’s not clear why we should think that a given
group embodies a plural rather than a singular condition.41 (This is as much
a problem for Uzquiano as it is for Fine, of course, but I’ll set that aside.)

4.3 Functionalist Pluralism: Redux

However, this isn’t a problem for the functionalist pluralist; in particular, for
Roles. For given the distinction between internal and external structure,
we can accept that groups are structured by the internal relations among
the roles that ground their existence. We can accept that some of the roles
departments of philosophy realize depend on others. For instance, we can
accept that the role of being an associate professor is tied to the role of being
an assistant professor in the way the role of being a pain is tied to that of
being a wince. And though the proponent of Roles accepts that the roles
in question are interrelated, they get to deny that groups are unified by the
relations among them. In particular, they have principled reasons to deny that
groups are individuated solely by these relations and to accept that they’re
at least partly individuated by the social systems in which they’re embedded.
Their pluralism is precisely what vindicates their Functionalism.

But, again, there are details to sort out. And, again, how a functionalist
pluralist ought to conceive of structured social systems is important. Here’s
what I’m inclined to say. As I suggested in § 1, Functionalism ranges over
social systems. Given what I’ve said here, then, we might think of social
systems as consisting of clusters of role-tokens, each of which corresponds
to a group.42 How tightly pluralities of roles cluster will correspond to the
specificity of the functions they realize. For instance, the Red Sox play roles

41 A related problem arises because of Fine’s assumption that groups are either rigid or variable
embodiments. For it’s important to emphasize that the difference between what I’ve called
collective and individual embodiment isn’t inconsequential; in particular, because there are
considerations that count in favor of individual embodiment. For there seem to be groups that
are neither rigid nor variable embodiments. For instance, the Jimi Hendrix Experience (JHE)
seems to be a group that has some of its members rigidly—namely, Jimi Hendrix—and some
of its members variably—namely, everyone else. As a result, though there’s no time or world
at which Jimi Hendrix isn’t a member of JHE, there are both times and worlds at which other
individuals are its other members. But that’s incompatible with JHE being either a rigid or variable
embodiment. However, it’s perfectly reasonable to accept that some groups are constituted by
both rigid and variable roles. JHE might be constituted both by a role that only Jimi Hendrix can
play and by roles that many individuals can play.

42 I say either/or because, in addition to disagreeing about what structure is, we can meaningfully
disagree about what social systems are.
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that are clearly defined by the function they serve—again, to play baseball in
a particular way within a particular set of institutions. However, genders—for
instance, women—play roles that aren’t as clearly defined and that interact
with different roles—for instance, with race and class roles—in complicated
ways.

But, again, because clusters of roles aren’t singular entities, we can indi-
viduate them both by the structures they realize internally—that is, by the
relations among the roles in question and because of which they can be said
to cluster—and/or the structures they realize externally—that is, by their
relation to other clusters. For instance, we can individuate the Department of
Philosophy by identifying the roles the relevant individuals realize. And we
can identify these by identifying the function they realize within the relevant
set of institutions—and, ultimately, the maximal social system—in question.
The Department of Philosophy is the department it is because it does philoso-
phy in a particular way within a broader social system within which the other
groups to which it’s related are embedded, too.

5 Conclusion

In this paper, I’ve argued that the arguments from Difference and Same-
ness are unsound. They obscure both the distinction between the defini-
tional and ontological questions and between Being Grouped and Being a
Member. I’ve articulated a version of functionalist pluralism—what I called
Roles—that bears this out.

Moreover, I’ve argued that once we make these distinctions, we see that the
crucial question is whether the grouping relation is monistic or pluralistic, in
particular, whether or not grouping is unifying. I’ve argued that if groups are
one, the grouping relation is unifying and that this raises an important diffi-
culty for the functionalist monist, namely, the problem of how to individuate
groups. I’ve argued that if groups are many, this problem doesn’t arise.

Although the implications for pluralism are clear, one of my aims is to
generate interest in Functionalism about groups, whether monistic or
pluralistic. As I’ve suggested, there are important details about which we
might reasonably disagree. Nonetheless, I hope to have shown we have reason
to attend to them and, so, to treat Functionalism as a viable metaphysical
framework for theorizing about groups.*

* THANKS
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Causal Inference from Big Data?
A Reply to Pietsch

Serena Galli

In his book Big Data (2021), Wolfgang Pietsch defends the view that vari-
ational induction, which stands in the tradition of Mill’s methods, allows
us to derive conclusions about causal relationships from observational
data and that the algorithms that are most successfully applied for big
data analysis implement variational induction. In his opinion, the fact
that the analysis of big data by machine learning algorithms enables
reliable predictions and effective interventions in the world supports the
assumption that these algorithms correctly identify causal relationships.
In the first part of the paper, I argue that attempts to infer causal relation-
ships from observational data by variational induction face fundamental
difficulties. Furthermore, I contend that these difficulties are not due
to the specific way in which the method is spelled out but are manifes-
tations of a general underdetermination problem. In the second part, I
consider Pietsch’s claim that the practical benefit of big data approaches
indicates that variational induction implemented by machine learning
algorithms generates causal knowledge. I provide a critical assessment
of his notion of causal knowledge, and I argue that his conclusion relies
on an inaccurate depiction of scientific practice.

In developing his views on variational induction, Pietsch relies on a difference-
making account of causation. More specifically, he defines causal relevance
and causal irrelevance as three-place relations between two variables and a
given context or background:

In a context B, in which a conditionA and a phenomenonC occur,
A is causally relevant to C, in short A 𝓡 C ∣ B, iff the following
counterfactual holds: if A had not occurred, C would also not
have occurred.

In a context B, in which a conditionA and a phenomenonC occur,
A is causally irrelevant to C, in short A 𝓘 C ∣ B, iff the following
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counterfactual holds: if A had not occurred, C would still have
occurred. (Pietsch 2016b, 5)

The truth value of the defining counterfactual statement is assessed in terms
of difference-making, taking into account instances that are or were realized
in our world (Pietsch 2016a, 11).1 Methodologically, this assessment rests on
the framework of variational induction, which stands in the tradition of Mill’s
(1889, 253ff) methods and comprises two key methods, namely, the method of
difference and the strict method of agreement. To determine if a circumstance
A is causally relevant for a phenomenon C with respect to background B, the
method of difference must be employed:

If two instances with the same background B are observed, one
instance, in which circumstance A is present and phenomenon
C is present, and another instance, in which circumstance A is
absent and phenomenon C is absent, then A is causally relevant
to C with respect to background B, iff B guarantees homogeneity.
(Pietsch 2021, 33) 2

Simply put, the homogeneity of the background ensures that all the circum-
stances that are potentially causally relevant for phenomenonC are held fixed,
except for circumstance A, whose influence on phenomenon C is explicitly
studied.3

In contrast, the strict method of agreement allows us to identify relations of
causal irrelevance:

If two instances with the same background B are observed, one
instance, in which circumstance A is present and phenomenon
C is present, and another instance, in which circumstance A is
absent and phenomenon C is still present, then A is causally
irrelevant to C with respect to background B, iff B guarantees
homogeneity. (Pietsch 2021, 33)

1 This conception of counterfactual statements differs fundamentally from traditional counterfac-
tual approaches to causation, such as those advanced by Lewis, who analyzes the truth conditions
of counterfactual statements by referring to possible worlds (1973, 560–561).

2 In principle, causal relationships between continuous variables can be established likewise
by extending the framework of variational induction by the method of concomitant variation
(Pietsch 2021, 34). In the following, I will be concerned with binary variables exclusively.

3 I examine the homogeneity condition more closely in the context of epiphenomena. For a detailed
discussion, cf. Pietsch (2021, 33–34; 2016b, 11–13).
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For variational induction to yield reliable results, several conditions must
be fulfilled. Most importantly, (i) all variables that are potentially causally
relevant for the phenomenon of interest must be known, and (ii) the dataset
must contain a sufficiently large number of observations covering all relevant
constellations of the variable values. Pietsch acknowledges that, due to the fact
that he makes these presuppositions, his account is (what he calls) externally
theory-laden. However, he contends that his account avoids internal theory-
ladenness, i.e., assumptions about causal connections between the variables
considered. In other words, he claims to avoid the kind of theory-ladenness
that is distinctive of hypothesis-driven approaches.4 With the framework of
variational induction, by contrast, the causal structure of the phenomenon of
interest is supposed to be elaborated from the data alone.5

1 Causal Inference by Variational Induction and the
Underdetermination Problem6

To point out the fundamental difficulty of inferring causal relationships by
variational induction, I first focus on more complex causal structures, namely,
(i) symmetric overdetermination and preemption and (ii) epiphenomena. Then,
I evaluate whether the (iii) directionality of the relation of causal relevance
can be established or not. For this assessment, I take for granted that the
above-mentioned conditions for variational induction are met. In particular,
I assume that every possible constellation of variable values that could have
been generated by the causal structure in question is indeed observed and,
moreover, that the set of observations involves neither measurement errors
nor accidentally correlating variables.

(i) Let us consider the following dataset consisting of observations 1–4,
which all share the same background B:

4 A prominent advocate of such an approach is Pearl, who maintains that “causal questions
can never be answered from data alone” and that answering those questions “require[s] us to
formulate a model of the process that generates the data, or at least some aspects of that process,”
also in the context of big data (Pearl and Mackenzie 2018, 351).

5 If the requirements for variational induction are met, “then there are enough data to avoid
spurious correlations and to map the causal structure of the phenomenon without further internal
theoretical assumptions about the phenomenon” (Pietsch 2015, 910–911). See also Pietsch (2021,
65–66).

6 Woodward uses the term underdetermination problem to refer to the circumstance that, given a
set of variables, different causal structures encompassing these same variables can generate an
identical pattern of correlations and conditional correlations (2003, 106–107).
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Observation 1: A1 & A2 & C
Observation 2: A1 & ¬A2 & C
Observation 3: ¬A1 & A2 & C
Observation 4: ¬A1 & ¬A2 & ¬C

Further, let us suppose that the causal relationships that do, in fact, underlie
these observations are those depicted by the model in figure 1a. In this model,
we have two potential causes of C, A1 and A2, with A1 preempting A2 when
both obtain. How does Pietsch propose to deal with this dataset? Preempted
or alternative causes such as A2 require other circumstances, in this case A1,
to be absent in order to have an impact on the phenomenon of interest. He
claims that such alternative causes can be singled out based on the method
of difference and the method of strict agreement too, but the background B
must be specified by an additional condition X, the preempting cause:

A is an ‘alternative cause’ to C with respect to background B, iff
there exists an X such that A is causally relevant to C with respect
to a background B&¬X, but causally irrelevant to C with respect
to a background B&X (i.e., C is always present in B&X). (Pietsch
2021, 34)

B & A1a

A2A1

C

B & ¬A1

A2A1

C

B & A1b

A2A1

C

B & ¬A1

A2A1

C

B & A1c

A2A1

C

M

B & ¬A1

A2A1

C

M

B & A1d

A2A1

C

M

B & ¬A1

A2A1

C

M

B & A1e

A2A1

C

M

B & ¬A1

A2A1

C

M

Figure 1: Symmetric overdetermination and preemption. In scenario (a), the
exact mechanism of preemption is not specified and, therefore, sym-
bolized by the prematurely terminated line originating from A2.

SinceA2 is a preempted cause of C, it is causally relevant toCwith respect to B
only in the absence of A1, which can be deduced by contrasting observations 3
and 4: A2 𝓡 C ∣ B&¬A1. Comparing observations 1 and 2, A2 turns out to be
causally irrelevant for C with respect to B&A1, relying on the strict method of
agreement (A2 𝓘 C ∣ B&A1). Yet, two problems arise from Pietsch’s approach
for the identification of alternative causes: First, A1, which is the preempting
cause of C, is determined to be causally irrelevant for C when applying the
strict method of agreement to observations 1 and 3. As seen before, it is only
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in the absence of A2 that the causal relevance between A1 and C with regard
to background B can be established (A1 𝓡 C ∣ B&¬A2, observations 2 and 4).
However, by definition, the impact of A1 on C does not depend on the value
of the variable A2. Thus, variational induction fails to depict the asymmetry
between the preempting and the preempted cause. Second, the above-listed
observations 1–4 are compatible with another underlying causal structure,
namely a model of symmetric overdetermination, as displayed in figure 1b.
Hence, without any prior knowledge about the causal connections between
the variables, it is impossible to decide which causal structure really underlies
the observed constellations of variable values.

Then, a common feature of big data is its high dimensionality, meaning that
each observation includes numerous different variables. So, it could be put
forward that this problem only arises because the dataset is not sufficiently
complex and not enough variables were regarded. For example, introduc-
ing the variable M, which mediates the causal effect of A2 on C and whose
instantiation is prevented in the presence of A1, would definitively allow
to distinguish between the case of preemption and the case of symmetric
overdetermination, as depicted in figures 1c and 1d.7

Observation 5: A1 & A2 & ¬M & C
Observation 6: A1 & ¬A2 & ¬M & C
Observation 7: ¬A1 & A2 &M & C
Observation 8: ¬A1 & ¬A2 & ¬M & ¬C

Observation 5 is indeed not compatible with the model of symmetric overde-
termination in figure 1d because, according to that model, the variable A1 has
no impact on the other cause A2 or its mediating variable M. Yet, these four
observations are consistent with another model of symmetric overdetermina-
tion, where the instantiation of M depends both on the presence of A2 and
the absence of A1, but M does not mediate the causal effect of A2 on C, as
illustrated in figure 1e. Hence, including more variables does not solve, but,
at best, deflects the above-mentioned difficulties.

(ii) In connection with epiphenomena, similar problems arise. Epiphenom-
ena, such as A4 in figure 2c, have a common cause with the phenomenon of
interest but have no causal impact on it. Let us consider another dataset con-

7 According to Lewis’ terminology, the causal model displayed in figure 1c is an example of early
preemption (1986b, 200).
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sisting of observations 9 and 10, which, in turn, share the same background
B:

Observation 9: A3 & A4 & C
Observation 10: ¬A3 & ¬A4 & ¬C

b A4

A3 C

c A4

A3 C

d A3

A4 C

e A3

A4 C

f A3

A4 C

g A3

A4 C

a A4

A3 C

Figure 2: Epiphenomena and directionality of causal connections.

Then, let us suppose that these observations, which are compatible with all
the models depicted in figure 2a–f, were generated by the causal model in 2c.
SinceA3 andA4 covary, neither the method of difference nor the strict method
of agreement can be applied to determine whether A4 stands in a relation of
causal relevance or irrelevance toCwith respect to backgroundB.8 By contrast,
A3 proves to be causally relevant to C with respect to B, which, in this case,
does guarantee homogeneity.9 On behalf of Pietsch, it could be put forward
that this problem can be circumvented by considering the combination of
the variables A3 and A4 instead of examining them separately. Following
this approach, the method of difference establishes either the conjunction
or the disjunction of A3 and A4 to be causally relevant for C with respect to
background B (A3 & A4 𝓡 C ∣ B or A3 ∨ A4 𝓡 C ∣ B).10 Still, in all cases,
variational induction fails to establish that A4 is causally irrelevant to C with
respect to B.

Pietsch acknowledges the issue that algorithms employing variational in-
duction may mistakenly single out epiphenomena as causally relevant for a

8 A3, which is potentially causally relevant for C as well, cannot be held fixed, as it strictly covaries
with A4. Therefore, B does not guarantee homogeneity.

9 B guarantees homogeneity with respect to the relationship between A3 and C if “only circum-
stances that are causally irrelevant to C can change” or that “lie on a causal chain through A[3]
to C or that are effects of circumstances that lie on this causal chain” (Pietsch 2021, 33–34). Since
A4 is an effect of A3, B does guarantee homogeneity, although A4 cannot be held fixed. However,
presuming that A4 is connected to A3 in this way contradicts Pietsch’s claim that his account
avoids assumptions about causal connections between the variables considered.

10 Such Boolean expressions are, as Pietsch maintains, a possible result of variational induction
(2021, 50).
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phenomenon of interest, although they lack the difference-making character
of a cause (Pietsch 2021, 55; 2016a, 153–154).11 However, he attributes it to the
fact that either the dataset is incomplete or the algorithm does not fully imple-
ment variational induction. By contrast, this example demonstrates that this
erroneous conclusion is not due to missing observations because it is drawn
despite considering all observations compatible with a given causal model.
On the other hand, it cannot be ascribed to the algorithmic implementation
either, as the manual, non-algorithmic application of variational induction
does not satisfyingly deal with epiphenomena either.12

(iii) Finally, the fact that observations 9–10 could have been generated by a
causal structure withA3 being a cause of A4 (figures 2a–c) or a causal structure
with A4 being a cause of A3 (figures 2d–f) demonstrates that the direction of
the relation of causal relevance cannot be established by variational induction.
Besides, the same holds true for phenomenonC, which could as well be a cause
and not an effect of variable A3 or A4 if not predefined as the phenomenon
of interest. To solve this problem, Pietsch has suggested introducing a time
index for the phenomenon of interest and the variables examined (2014,
424). Yet, from a conceptual point of view, this seems like an ad hoc solution
since the truth condition he specifies for the counterfactual defining causal
relevance fails to capture the asymmetry in the relation of causal relevance.
Additionally, this solution is not practicable for cross-sectional data, where all
the variables are recorded at the same time and, accordingly, the timepoint of
their occurrence remains unknown.

In light of these difficulties, Pietsch’s assertion that it is possible “to deter-
mine the true causal relationships by means of variational induction” seems
to be unwarranted (2021, 61). In the causal discovery literature, it is well es-
tablished that, given the causal Markov condition and the causal faithfulness
condition, certain features of the underlying causal structure can be deduced
from the probability distribution in the data. But, aside from special cases, it

11 Strictly speaking, he refers to proxies, which I take to be the equivalent of epiphenomena.
12 Needless to say, some of such wrong conclusions can be traced back to issues regarding data

acquisition. For instance, a sampling error can result in an accidental correlation between
variables that is not present in the population from which the sample was drawn. Let us suppose
that observations 9–10 were generated by the causal structure displayed in figure 2g. In this case,
the observed correlation between A3 and A4, on one side, and C, on the other side, must have
occurred by chance. Yet, by employing variational induction, the conjunction or disjunction of A3
andA4 is mistakenly identified as causally relevant forCwith respect to B, and this misattribution
can be recognized as such and corrected only when analyzing another, possibly larger dataset
devoid of this accidental correlation.
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is not possible to uniquely determine the true causal structure.13 In my view,
variational induction similarly faces the problem of underdetermination as
it rests ultimately on the analysis of patterns of (conditional) dependencies
and independencies in the data. That is to say, variational induction aims at
identifying the constellation of variables V that has difference-making char-
acter with respect to background B: If this exact configuration of variables
is present, C is always present as well (i.e., P(C ∣ V) = 1); in its absence, C is
always absent as well (i.e., P(C ∣ ¬V) = 0). From this dependence between
C and V, a relation of causal relevance is inferred (V 𝓡 C ∣ B). Thus, the
procedure of variational induction can be viewed as the comparison of the
conditional probabilities of C rather than the comparison of individual obser-
vations. From the pattern of conditional probabilities based on observations 9
and 10, for example, it can be deduced that it is either the conjunction or the
disjunction of A3 and A4 that makes a difference for the value of the variable
Cwith respect to background B (i.e.,V = (A3&A4) orV = (A3∨A4)).14 While
these two Boolean expressions are highly useful for predicting the value of C,
the pattern of dependencies is, as already stated for the direct comparison of
individual observations, compatible with all the models depicted in figures
2a–f. Accordingly, Pietsch’s claim that “the difference-making circumstances
identified by variational induction are exactly the circumstances that need to
be manipulated or intervened upon in order to change a phenomenon” does
not seem justified. Although a given configuration of circumstances might
unequivocally determine the value of the phenomenon of interest C in an
observational setting, the exact connection between these circumstances and
C remains elusive. Therefore, successful intervention strategies cannot be
deduced from the Boolean expression of these circumstances. While in 2a,
2d, 2e, and 2f a single intervention on A4 is an effective way of manipulating
the value of C, in 2c this is clearly not the case. The Boolean expression may

13 These two conditions are so-called bridge principles, which are required to connect the observa-
tions of a given set of variables to the underlying causal model that generated these observations.
More specifically, the causal Markov condition allows the inference from a probabilistic depen-
dence between two variables to a causal connection, whereas the causal faithfulness condition
allows the inference from a probabilistic independence to causal separation. Cf. Eberhardt (2017,
82–85). For a discussion of underdetermination in causal inference in relation to different success
criteria and background assumptions, see Zhang (2009).

14 Since the configurations (A3 & ¬A4) and (¬A3 & A4) do not occur in a purely observational
setting, these two possibilities cannot be distinguished.
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encompass the necessary and together sufficient circumstances for observing
phenomenon C but not for producing it.15

2 Objectives of Big Data Analysis and Causal Knowledge16

Pietsch distinguishes two central functions of big data approaches, namely,
prediction and intervention, and claims that the exertion of both requires some
access to causal knowledge.17 Arguably, the view that causal knowledge is
indispensable for effectively manipulating a phenomenon of interest is hardly
contested. However, causal knowledge is usually not considered a prerequisite
for predictive success.18 In that regard, it is useful to touch upon Pietsch’s
notion of causal knowledge, which bears on his distinction of direct and indi-
rect causal connections: If a certain variable is causally relevant for another
variable in a given context, as it is the case for A3 and C in figure 2c, the rela-
tionship between those two variables constitutes a direct causal connection,
as Pietsch suggests. If, by contrast, two variables are not causally relevant for
one another but are related via a common cause, then there exists an indirect
causal connection between these two variables, as it is the case for A4 and C in

15 As an anonymous reviewer pointed out, a promising way of dealing with this problem of un-
derdetermination is the appeal to theoretical virtues such as parsimony. For example, Forster et
al. introduce the principle of frugality that favors those causal structures with the fewest causal
connections (2018). I fully agree that, technically, the procedure of variational induction could
be combined with an algorithm that ranks the possible causal structures in terms of simplicity.
Yet, this constraint regarding the total number of causal connections involves an assumption
about the causal connections between the variables since causal models with more numerous
connections, such as 2b or 2e, are dismissed in favor of models with fewer connections, although
perfectly compatible with the data. Therefore, this strategy is internally theory-laden and not
reconcilable with the concept of variational induction as a purely data-driven approach. An
alternative strategy to determine the true causal structure is experimentation. For a detailed
discussion of experimentation as a means for resolving underdetermination, cf. Eberhardt (2013).

16 In this section, which is concerned with variational induction as a means of causal inference from
big data specifically, I acknowledge Pietsch’s claim that the most successful algorithms are based
on variational induction without further examination.

17 Rather than distinguishing between different functions, I would propose to differentiate between
two questions that are to be answered by big data analysis. To specify intervention as a function of
big data approaches presupposes what is under consideration. Besides, it remains unclear how to
discern which function, prediction or intervention, is exerted in a given case.

18 For example, Woodward maintains that accurate predictions can be made based on correlations
solely; furthermore, he points out that “inferences from effect to cause are often more reliable
than inferences from cause to effect” (2003, 31–32).
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figure 2c, which are both effects of A3 (Pietsch 2021, 55).19 Certainly, only for
successful interventions upon a phenomenon of interest must it be known
whether there is a direct causal connection between that same phenomenon
and the variable that is to be manipulated or not. But, as he argues, for accu-
rate predictions, either such a direct causal connection or an indirect causal
connection between the phenomenon of interest and a potential predictor
variable is required. Thus, when a machine learning algorithm singles out a
variable as a promising predictor variable for a given phenomenon of interest,
the algorithm thereby generates causal knowledge to a certain degree. In my
opinion, this broad notion of causal knowledge allowing for different degrees
is particularly problematic in three respects:

(i) First of all, as a cause (usually) correlates with the phenomenon of
interest, so does an epiphenomenon of this cause. The first correlation is
indicative of a (direct) causal connection, whereas the second is indicative
of a common cause. As discussed for epiphenomena, variational induction
does not allow us to distinguish between a correlation ascribable to a direct
causal connection and a correlation ascribable to a common cause. It follows
that not only variational induction but also the analysis of (conditional) cor-
relations yields causal knowledge in this wide sense. Accordingly, it does not
seem consistent to specify correlation as a contrasting notion for causation.
Furthermore, since the procedure of variational induction makes use of the
pattern of dependencies in the data, it does not even allow for a distinction
between correlations that are indicative of some sort of causal connection and
purely accidental correlations. Therefore, it remains unclear in what sense
big data algorithms are capable of delimiting causation from correlation, as
Pietsch maintains.20

(ii) This broad notion of causal knowledge stands in tension with Pietsch’s
claim that the primary function of causal knowledge is to guide us on how to
effectively intervene in the world (2021, 54). If the knowledge of an indirect
causal connection between two variables is regarded as causal knowledge
as well, having access to causal knowledge in this wide sense does not help
to discriminate between effective and ineffective strategies to manipulate a
phenomenon of interest.

19 Pietsch’s distinction of direct and indirect causal connections differs from the conventional view,
according to which the difference between direct and indirect causal connection results from the
absence or presence of a mediating variable. See, for example, Woodward (2003, 55).

20 “By relying on variational induction, big data approaches are to some extent able to distinguish
causation from correlation” (Pietsch 2021, 57).
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(iii) And, finally, it risks obscuring the distinction between questions of
prediction and questions of intervention, which are addressed in scientific
practice: Causal knowledge in the strict sense, that is to say, knowledge about
relations of causal relevance and irrelevance in a given set of variables, is no
precondition for predictions. Thus, the fact that an algorithm implementing
variational induction yields accurate predictions cannot be cited in support
of the view that variational induction is capable of establishing causal rela-
tionships. Conversely, interventions indeed depend on causal knowledge in
the strict sense. If such an algorithm truly did enable us to efficiently inter-
vene in the world, this could speak in favor of Pietsch’s view that variational
induction is capable of inferring direct causal connections. As an example,
he refers to “algorithms [that] are designed to determine the best medicine
to cure a certain cancer” (Pietsch 2021, 54).21 In fact, there are a number
of studies that relied on machine learning in order to predict the response
to a given drug. In a recently published work, the tumor tissue of patients
with breast cancer was analyzed with different methods at diagnosis (Sam-
mut et al. 2022). Patients were subsequently treated with chemotherapy, and
treatment response was evaluated. Using a machine learning algorithm, the
authors built a model to predict the response to chemotherapy, which was
based on the molecular profile of the tumor as well as clinicopathological
features, and model performance was successfully validated on a different
dataset. Amongst other things, they drew the conclusion that patients pre-
dicted to show a poor response to standard-of-care chemotherapy should be
enrolled in clinical trials investigating novel therapies. Therefore, the results
of this big data approach may allow for better stratification of patients that
will or will not benefit from conventional chemotherapy and are inasmuch
action-guiding. However, Pietsch maintains that these algorithms are, more-
over, designed to determine the best treatment for a given cancer, in this way
allowing us to effectively intervene upon the phenomenon of interest, namely,
tumor growth. For the sake of argument, let us suppose the algorithm revealed
that three signaling pathways are hyperactive in tumors poorly responding to
chemotherapy compared to tumors displaying a good treatment response. But,
as outlined above, it is impossible to determine if (or which of) these three
pathways are indeed driving tumor growth and which are rather an epiphe-
nomenon of the cause of excessive tumor growth or even a consequence
thereof. Accordingly, the question whether one of these hyperactive signaling

21 He does not cite any specific publication to underpin his assertion.
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pathways truly constitutes a promising therapeutic target or not cannot be
answered based on the observational data alone but requires experimentation.
Besides, in order to successfully intervene in the world, it is essential not
only to identify the causes of the phenomenon but also to understand how
these causes can be manipulated, specifically which drug effectively targets
a given pathway (compare figure 3). This kind of causal knowledge may be
generated in randomized controlled trials or in vitro studies but, again, cannot
be derived from observational data. To trace back the practical benefit of big
data approaches to the generation of causal knowledge by the algorithms
used does not accurately reflect the scientific practice, which builds upon
different sources of knowledge to determine effective interventions.

prediction

intervention

predictor/intervening variable phenomenon of interest

drug molecular pro��le treatment response

molecular pro��le treatment response

Figure 3: Prediction of and intervention upon a phenomenon of interest. In-
direct causal connections are represented by dashed arrow lines,
direct causal connections by solid arrow lines.

3 Conclusions

In my view, variational induction fails to elucidate causal structures involving
preemption, symmetric overdetermination, or epiphenomena, establishing
causal relationships between variables that actually are conjoined in a relation
of causal irrelevance and vice versa. Furthermore, the direction of the relation
of causal relevance cannot be specified by variational induction, which poses
a problem for even the simplest causal models possible. These shortcomings
are neither specific to the method of variational induction nor ascribable to
an imperfect dataset with missing observations, an insufficient number of
observed variables, or any measurement errors. Rather, the attempt to infer
causal relationships from observational data (including big data) itself faces
important limitations: Since for a given set of observations multiple underlying
causal structures are usually conceivable, generally it is impossible to uniquely
determine the true causal model from this set of observations alone without
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endorsing any background assumptions about or having any prior knowledge
of the causal relationships between the variables involved.

Pietsch’s notion of causal knowledge explains, at least partially, why he
reaches another assessment of variational induction as a method for generat-
ing causal knowledge. Supposing a broader notion of causal knowledge, he
seems to have in mind a less strict success criterion: It suffices for variational
induction to approximate causal relationships, namely, to determine if there
is any causal connection, direct or indirect, between two variables. This could
create the appearance that the conflicting assessment of variational induction
as a means to infer causal relationships is merely due to two divergent, equally
plausible notions of causal knowledge. However, in my opinion, Pietsch’s
broad notion of causal knowledge is problematic because it blurs the distinc-
tion between causation and correlation and between the prerequisites for
prediction and for intervention.

If the practical benefit of big data approaches cannot be attributed to the
elucidation of causal relationships, an alternative explanation is needed. The
identification of predictive markers may indeed improve patient care by spar-
ing patients who are unlikely to respond to the adverse reactions of an ineffec-
tive treatment. Randomized controlled trials can yield negative results only
because patients are not selected appropriately. This could be obviated by a
more adequate patient stratification based on reliable predictor variables. The
analysis of the molecular profile of a tumor can generate promising hypothe-
ses about chemoresistance in a relatively unbiased way, which may prove to
be true in experimental assays. Undoubtedly, the results of machine learning
algorithms contain very valuable information, which, in conjunction with
knowledge derived from other sources, provide reasons to act in a certain way.
In this sense, Pietsch is right in stating that precisely data-rich sciences such as
medicine are fundamentally concerned with difference-making relationships
and that the correlations unveiled by machine learning algorithms certainly
do not replace causation. But, although such results of big data analysis can
be action-guiding and aid in singling out potentially effective interventions,
this should not be taken as a confirmation of the claim that machine learning
algorithms indeed elucidate the causal structure underlying the observational
dataset.*

Serena Galli

* I thank Peter Schulte and two anonymous reviewers for their helpful comments on an earlier
version of this paper.
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Retro-Closure Principle and
Omniscience

Ciro De Florio & Aldo Frigerio

Todd and Rabern (2021) have argued that if we assume that future
contingents are untrue and if we accept the Retro-closure principle
(𝑝 → PF(𝑝)), then the existence of a temporal omniscient entity be-
comes metaphysically impossible. Since the truth of a metaphysical and
theological theory should not be dependent on questions of temporal
semantics, Todd and Rabern conclude that, if one wishes to maintain
that future contingents are untrue, one must abandon the Retro-closure
principle. The aim of this paper is to propose a temporal semantics system
in which future contingents are untrue, the Retro-closure principle is
valid, and the possibility of the existence of an omniscient and temporal
being is guaranteed.

The future is uncertain. We do not know if it will rain tomorrow or if a drought
will persist. Over centuries, philosophers have been wondering whether this
uncertainty concerns only the epistemic dimension—and, therefore, it is
only the result of our ignorance—or whether it is rooted in the ontological
dimension, such that the world itself is at least partly indeterminate. Those
who believe that the future is—at least to a certain extent—indeterminate
should account for this intuition through an adequate semantics of future
tense sentences. Let us assume that the actual state of the world and its natural
laws do not determine the weather of tomorrow. According to many future
tense semantics, “It will rain” is not true in this situation. However, suppose
that time passes, and the following day, it rains. What would be the truth value
of the proposition expressed yesterday by the sentence, “It will rain tomorrow,”
if considered from today’s perspective, given that it rains today? Many may
have the intuition that this proposition is true today. Following Todd and
Rabern (2021), we call the content of this intuition the Retro-closure principle
(RCP). In fact, several future tense semantics—though not all—account for
this intuition.
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Todd and Rabern (2021) have advanced an interesting argument against
what they call Open-closurism (OC), which is the conjunction of two theses:
1) Open futurism (OF), following their terminology, which refers to the view
that future contingents are untrue (i.e., false or neither true nor false); and 2)
RCP. Theirs is an indirect argument: they do not argue against OC directly but
instead show that OC is incompatible with the possibility of an omniscient
temporal being. Even though we do not want to be committed to the existence
of an omniscient temporal being, it is odd that semantic principles would
determine a complex metaphysical question, such as the possibility of an
omniscient entity. Todd and Rabern’s conclusion is that we have to drop OC
and, consequently, those OF semantics that validate RCP.

In this paper, we present a future tense semantics that accepts both OF and
RCP without implying the impossibility of an omniscient temporal being. As
a consequence, Todd and Rabern’s objection fails within this semantics or
semantics similar in kind. As we will see below, one of the main features of our
semantics is the presence of two indices, the first of which indicates the time
at which a formula is evaluated, while the second indicates the perspective
from which it is evaluated.

The paper is structured as follows: In section 1, we put forward some con-
siderations about the plausibility of RCP. In section 2, Todd and Rabern’s
objection is presented in detail. In section 3, the branching time semantics is
introduced, and the difficulties of Thomason’s supervaluationism in respond-
ing to Todd and Rabern’s objection are considered. In section 4, a particular
OC semantics is presented. It is shown that this semantics allows for the
possibility of an omniscient temporal being, thus refuting Todd and Rabern’s
argument. Finally, section 5 contains some closing remarks.

1 Intuitions in Favour of RCP

As indicated above, OC is—at least prima facie—a plausible view. In this
section, we would like to further elaborate on our intuitions about OC and
show that OC appears to be quite natural when it is “referred,” so to speak,
to the past and present; the extension to the future case is quite natural, and,
therefore, the sceptic about OC has much work to do.1

1 In this paper, we will defend a particular version of OC for which future contingents are neither
true nor false. There is another version of OC for which future contingents are false. The combi-
nation of this view with RCP seems to us much less plausible, so we will ignore this version of
OC here.
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Suppose today is December 9th, 2022, and the world is such that it is not
determined whether it will rain tomorrow. However, it is determined that
tomorrow, Paul will believe the proposition expressed by “It’s raining today.” In
other words, the current state of the world and the laws of nature determine a
particular configuration of the neurons of Paul’s brain, such that on December
10th, 2022, Paul believes the proposition expressed by the indexical sentence
“It’s raining today.” Is Paul’s belief of tomorrow correct today? In other words,
when Paul believes tomorrow that it is raining that day, will he have a correct
belief? Intuitively, we can respond neither positively nor negatively to this
question. The answer depends on how things will go: if it rains tomorrow, then
Paul’s belief will be correct; if it does not rain, it will be incorrect. However,
since it is not determined today whether it will rain tomorrow, it is also not
determined whether Paul’s belief will be correct. Tomorrow, however, it will
rain, or it will not rain, and Paul’s belief will be either correct or not. Therefore,
the correctness of Paul’s belief in the proposition expressed by the sentence “It
is raining today,” uttered on December 10th, is determined by what happens
on December 10th and cannot be determined before that date.

Let us now make a change to our initial scenario. Suppose that today is
December 9th, but in this case, Paul is not determined to believe something
tomorrow; rather, he believes something the day after tomorrow, on December
11th. In particular, he is determined to believe the proposition expressed by
the sentence “It rained yesterday.” Let us assume again that on December
9th, it is undetermined whether tomorrow, December 10th, it will rain or not.
Once again, we can ask whether Paul’s belief of December 11th that it had
rained the day before would be correct. Once again, however, today, December
9th, we can neither say that it is correct nor that it is incorrect because it is not
determined whether it will rain tomorrow on December 10th. Only tomorrow
will the correctness of that belief be determined. Tomorrow, we will be able
to say whether Paul’s belief of the day after tomorrow will be correct or not.
In fact, the correctness of Paul’s belief on the day after tomorrow depends on
what happens tomorrow. However, today, it is indeterminate what will happen
tomorrow, and, therefore, it is also indeterminate whether Paul’s belief will be
correct. Nevertheless, time passes, and the world determines itself. Tomorrow,
it will rain, or it will not rain. Consequently, from tomorrow’s perspective,
Paul’s belief of December 11th, that it rained the day before, will be correct
or incorrect. Therefore, the correctness of Paul’s belief in the proposition
expressed by the sentence “It rained yesterday,” uttered on December 11th, is
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determined by what happens on December 10th and cannot be determined
before that date.

Now, suppose that Paul believes today, December 9th, that it will rain
tomorrow. Again, it is not determined today whether it will rain tomorrow
or not. Is Paul’s belief correct or incorrect? By symmetry with the previous
cases, we would say that from today’s perspective, his belief is neither correct
nor incorrect. The correctness of Paul’s belief depends on what will happen
tomorrow, but today, what will happen tomorrow is indeterminate; therefore,
the correctness of Paul’s belief is not determined either. However, the world
moves forward and determines itself. Tomorrow, it will rain, or it will not rain.
On the basis of what will happen tomorrow, it will be possible to say whether
Paul’s belief of December 9th was correct or not. If it rains, it was correct;
otherwise, it was incorrect. Therefore, from tomorrow’s perspective, Paul’s
belief will have been correct or incorrect. The correctness of Paul’s belief in
the proposition expressed by the sentence “It will rain tomorrow,” uttered on
December 9th, is determined by what happens on December 10th and cannot
be determined before that date.

Those who denyOCmust deny that it is indeterminate today whether Paul’s
belief that it will rain tomorrow is correct or incorrect and that instead, from
tomorrow’s perspective, it can be said that it was correct or not. To deny this,
they must either 1) deny that the correctness of Paul’s beliefs is determined
in the course of time or 2) deny the symmetry between the future case and
the present and past cases. Let us consider these two possibilities in detail:

(1) One could reject that the correctness of Paul’s belief in the proposition
expressed by the sentence “It is raining today,” uttered on December
10th, is determined only when the present is December 10th and cannot
be determined before that date. This can be done in at least two ways:
(i) Either it is claimed that it is already true today, December 9th, that
such a belief is correct or incorrect; or (ii) it is denied that tomorrow,
on December 10th, Paul’s belief becomes correct or not. Since it is
indeterminate today, on December 9th, whether it will rain tomorrow
or not, (i) is only possible assuming that one of the possible futures is the
true one. In other words, (i) is only possible when assuming a Thin Red
Line semantics of the future. This means that OC must be abandoned.
We will ignore this solution because our goal here is to defend the
consistency of OC and, thus, the compatibility of OF with RCP, and not
to argue for OF. Then, (ii) is completely implausible: suppose it rains
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tomorrow, and that Paul believes it rains. How can we deny that Paul’s
belief is correct? Suppose that someone says to Paul, “It is true that you
believe that it is raining today, and it is true that it is raining today, but
your belief is not correct because it was uncertain yesterday whether it
would rain today, and therefore it was also uncertain yesterday whether
your belief would be correct or not.” Paul, and we with him, would find
this reasoning absurd. Paul would probably say, “Regardless of how
things were yesterday, it is a fact that it is raining today and that I believe
it is raining today. Therefore, my belief about today is correct today.”

(2) More plausibly, the symmetry between past and present cases, on the
one hand, and the future case, on the other hand, might be denied. It
is true that the correctness of Paul’s belief of December 10th, that it is
raining that day, is determined on December 10th, and it is true that
the correctness of Paul’s belief of December 11th, that it rained the day
before, is determined on December 10th. However, the correctness of
Paul’s belief of December 9th that it will rain the following day is not
determined on December 10th. This amounts to saying that while the
correctness of Paul’s belief that it is raining today is determined by what
happens today and that the correctness of Paul’s belief that it rained
yesterday is determined by what happened yesterday, the correctness of
Paul’s belief that it will rain tomorrow is not determined by what will
happen tomorrow. However, it is hard to see why the case of the future
should not be similar to the present and past cases.
The only plausible argument to deny the symmetry between these cases
could be this: in the first two cases, the passage of time determines the
correctness of a present or future belief; in the third case, the passage
of time determines the correctness of a past belief. However, the past is
fixed and unchangeable; therefore, the flow of time cannot determine
something in the past. Nevertheless, as Todd and Rabern (2021, 106)
point out, a change in the correctness of a belief is an extrinsic change
(or a so-called “Cambridge change”), not an intrinsic one. When the
past is said to be fixed, it is usually assumed that it is fixed with respect to
intrinsic changes. However, extrinsic changes do not seem to be barred
by the fixity of the past. For instance, World War I acquired the property
of having ended 21 years before the outbreak of World War II in 1939.
However, acquiring this property poses no problem for the fixity of the
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past because it is an extrinsic property. Similarly, it is not a problem for
the fixity of the past that a past belief becomes correct after the fact.2

A further argument can be advanced in favour of OC; something similar to
this principle seems to be valid for other verb tenses as well, particularly for
the progressive. Bonomi (1997) gives the following example. Suppose that Leo
has just begun a journey in France. In the first stage, he drives from Milan to
Dijon, where he arrives on July 14th at a quarter to three p.m. He does not
stop there because he plans to spend his first night in France in one of the
following cities: Besançon, Metz, or Paris. Actually, he must make a decision
since three different routes correspond to these alternatives. However, at a
quarter to three p.m., while driving around the Dijon ring road, he has not
yet decided where to go; he is thinking it over because, for several reasons, all
these cities attract him in exactly the same way. In this situation, the following
propositions are arguably untrue if evaluated at a quarter to three p.m.:

(1) Leo is going to Besançon.
(2) Leo is going to Metz.
(3) Leo is going to Paris.

Since Leo has not yet decided where to go, none of these propositions is
privileged with respect to the others. Suppose, however, that Leo ultimately
decides to go to Besançon, where he arrives two hours later. Moreover, suppose
that traffic police have photographed Leo on the Dijon ring road at a quarter
to three p.m. The day after, someone asks, “What was Leo doing yesterday, at a
quarter to three p.m., when the picture was taken?” Intuitively, the following
answer seems to be correct:

(4) Leo was going to Besançon.

The analogy with OC is obvious: while from the perspective of July 14th at a
quarter to three p.m., it is not true that Leo was going to Besançon at that time,
from the perspective of July 15th, it was true that Leo was going to Besançon
on July 14th at a quarter to three p.m. The progressive, moreover, has an
obvious connection with the future. According to the standard semantics
of the progressive (Landman 1992; Portner 1998), Prog(𝑒) is true if a first

2 The correctness or incorrectness of past beliefs about the future are soft facts—that is, past facts
that depend on future facts. For the distinction between soft and hard facts, cf. Hoffman and
Rosenkrantz (1984), Todd (2013), and de Florio and Frigerio (2018).
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stage of event 𝑒 has occurred so far, and if all will go on normally without
any unexpected interruptions, 𝑒 will be completed in the future. Thus, our
intuitions about the truth values of (1) to (4) provide further support for OC.

2 OC and Omniscience

Our intuitions in favour of OC are very strong; this means that our formal
semantics should validate it. Otherwise, we would be in the presence of a
conceptual tension; although the principle is intuitively valid, our logic fails to
characterise it. Indeed, many of the major semantic frameworks for branching
time account for OC. Specifically, it is valid in Thomason’s supervaluationism
(cf. Thomason 1970) because 𝑝 → PF𝑝 holds in all histories, and supervalua-
tionism universally quantifies on all histories. It is also valid in MacFarlane’s
relativism (cf. MacFarlane 2003, 2014), which indeed seems to be designed to
account for the intuition that F𝑝 is untrue with respect to yesterday’s assess-
ment context but true with respect to today’s assessment context. However,
OC is not valid in Peircean or Thin Red Line (TRL) semantics—in Peircean
semantics, OF is valid, but RCP is not, whereas in TRL semantics, neither OF
nor RCP are valid3—and this might be a problem for these semantics.

Todd and Rabern (2021) are not convinced by OC. For this reason, they
construct an ingenious argument against it. Their strategy is indirect: if OC is
supposed to be valid, then counterintuitive consequences regarding the logic of
divine omniscience follow. In other words, the validity of OC is incompatible
with the existence of an omniscient and temporal entity. Todd and Rabern
are not committed to the actual existence of an omniscient entity, but—and
this is their point of argument—it is very odd that a question concerning
the semantics of future statements has metaphysical consequences for the
existence of omniscient entities. Our intuition suggests that the conditions for
the possibility of omniscient supernatural entities should not be related to the
structure of the future and RCP. However, if Todd and Rabern are right, and
if OC is accepted, there can be no omniscient temporal entity. Since this is a
metaphysical thesis, it follows that OC is a suspicious doctrine. Incidentally,
this is a point in favour of semantics that do not validate OC. In particular, if

3 For the invalidity of RCP in TRL semantics, cf. Belnap and Green (1994). It is possible to amend
the TRL semantics in order to validate RCP. For instance, the TRL can be relativized to instants
of time (cf. McKim and Davis 1976; Øhrstrøm 2009), or the TRL can be initialized at the post-
semantic level rather than at the semantic level (cf. Iacona 2014; Wawer 2014; Wawer and Malpass
2020). We will ignore these issues here.
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OF is supposed, this constitutes a point in favour of Peirceanism, which does
not validate RCP.

Therefore, let us examine Todd and Rabern’s argument in detail. We may,
for ease of presentation, sometimes refer to the omniscient entity as “God”;
we also assume a doxastic operator of belief (B), which we intend to always
refer to the omniscient subject, whereby B𝑝 indicates that God believes 𝑝.
Todd and Rabern establish the principle of omni-accuracy as follows:

Omni-Accuracy. 𝑝 ↔ B𝑝4

The Omni-Accuracy principle thus establishes a double implication between
𝑝 and God’s belief that 𝑝: every divine belief is true, and there is no truth
that is not believed by God. Using Omni-Accuracy and RCP, we obtain the
following:

(5) 𝑝 → P1B(F1𝑝)5

As a result, if it is true that it is raining today, then yesterday, God believed it
would rain today. However, suppose yesterday it was not determined whether
it would rain today. Then yesterday, God could not believe that today it would
rain. In fact, yesterday F1𝑝 was untrue because today’s weather was indeter-
minate, and, therefore, God could not believe it.

Advocates of OC have two possibilities at this point:

(i) They can claim that yesterday it was not true that God believed F1𝑝,
but that today it is true that God believed it. This is equivalent to stating
that the past changes with the passage of time. This does not seem

4 An aspect of Omni-Accuracy seems to be problematic; if 𝑝 is true, then it is true that God
believes 𝑝; analogously, in the case in which it is false (and therefore ¬𝑝 is true), we have that
God does not believe 𝑝. If 𝑝 is indeterminate, how does the principle behave? One might answer
that it is indeterminate whether God believes 𝑝, but this seems strange; if 𝑝 is an indeterminate
proposition, then God should not believe it. However, the principle remains silent on this point.
It could be argued that it is for this reason that Todd and Rabern introduce the principle of
Omni-Correctness (see below in the main text). However, this move does not seem to solve the
problem of the indeterminacy of divine belief. Suppose that the truth value of 𝑝 is undetermined.
It would, therefore, be the case that T(𝑝) is also indeterminate (because of the Tarskian T-schema).
However, through the Omni-Correctness principle, we obtain that B(𝑝) is indeterminate, and,
therefore, the point raised against Omni-Accuracy is reiterated.

5 F1 and P1 are metric temporal operators. Their semantics is straightforward: fixing the day as the
unit of time, P1𝑝 means that yesterday, it was true that 𝑝; analogously, F1𝑝 means that tomorrow,
it will be true that 𝑝.
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acceptable. As mentioned earlier, we can assume that the correctness of
beliefs changes over time because correctness concerns the relationships
between beliefs and states of affairs in the world. Since changing these
relationships does not imply any intrinsic change in beliefs, they do
not appear to have any impact on the fixity of the past. However, the
change that seems required here does not concern the correctness of
beliefs. Rather, what is required here is an intrinsic change of the past:
while at time 𝑡1 it is true that God did not believe at 𝑡0 that it would rain
(where 𝑡0 < 𝑡1 ), at a later time 𝑡2 it is true that God believed at 𝑡0 that it
would rain. This intrinsic change in the past is clearly in conflict with
the fixity of the past.

(ii) They can deny Omni-Accuracy. This amounts to denying the very
possibility of an omniscient being. However, it seems strange that a
future semantic theory could imply the denial of such a possibility.
As the authors observe, “In general, one could argue that a semantic
theory—a theory concerned with the logic and compositional structure
of the language—ought not to settle certain substantive non-semantic
questions” (Todd and Rabern 2021, 116).

Therefore, it seems that OC must be denied. If we accept OF, RCP must
be denied. Todd and Rabern discuss another possible defence by advocates
of RCP. Instead of assuming Omni-Accuracy, the defender of RCP could
assume Omni-correctness:

Omni-Correctness. T𝑝 ↔ B(𝑝)

where T is the truth predicate; in other words, an omniscient being believes
that 𝑝 iff 𝑝 is true. They could then insist that yesterday, it was not true that
F1𝑝. In other words, they could argue that today, 𝑝 → P1F1𝑝 holds, but
𝑝 → P1TF1𝑝 does not hold. Since it was not true that it would rain yesterday,
the principle of Omni-Correctness is not violated. This seems to reconcile
OC with the possibility of an omniscient being.6

Todd and Rabern do not find this solution convincing. In fact, they find it
strange that it could be said that yesterday it was the case that it would rain
today but that yesterday it was not true that it would rain today. In their view,

6 Notice that this notion of truth is not the one defended by Thomason (1970), who proposed a
completely transparent treatment of T: 𝑡 ⊨ T𝑝 iff 𝑡 ⊨ 𝑝.

doi: 10.48106/dial.v77.i3.05

https://doi.org/10.48106/dial.v77.i3.05


88 Ciro De Florio & Aldo Frigerio

Very plausibly, if one is moved by the backward-looking intuition
that, given that a sea-battle has occurred, it was always going to
occur, it seems that one should likewise be moved by the intuition
that given that a sea-battle has occurred, it was always true—
which is not to say determined!—that it was going to occur. (Todd
and Rabern 2021, 114) 7

Todd and Rabern also reject MacFarlane’s relativism. According to MacFar-
lane, it is necessary to evaluate propositions on the basis of both the context
of utterance and the context of assessment: a statement such as “It will rain
tomorrow” uttered on December 9th has December 9th as its context of utter-
ance. However, it can have different contexts for assessment. When evaluated
with respect to December 9th, it is neither true nor false, but when evaluated
with respect to December 10th, it is true or false. Todd and Rabern state that
apart from the technicalities with which this relativistic intuition is imple-
mented, it remains true that “insofar as the Open-closurist view has a notion
of truth that vindicates the (updated) Retro-closure principle, they will have
to accept the conclusion that God was genuinely ignorant. Something was true
(in the relevant sense) that God didn’t believe” (2021, 115). From the point of
view of December 10th, it was true on December 9th that it would rain the
following day, and since God did not believe on December 9th that it would
rain on December 10th, there was something true that God did not believe.

We believe that the two-dimensional semantics we propose in this paper—
inspired by MacFarlane’s intuitions—has all the resources to demonstrate
that from OC, it does not follow that God failed to know something true. It is
possible to assumeOC and still not deny the possibility of an omniscient being.
We will show this in section 4. In the next section, we introduce the branching
time semantics and illustrate the difficulties of traditional supervaluationism
in responding to Todd and Rabern’s objection.

3 Branching Time, Supervaluationism, and RCP

As we have seen above, Todd and Rabern are convinced that there is no way
out for the OC adherent who accepts the possibility of the existence of an
omniscient entity. Indeed, as we shall see, supervaluationists (à la Thomason)

7 Todd and Rabern do not explicitly mention the principle that would be abandoned if one embarked
on this strategy. This would amount to denying the Tarskian T-scheme for which 𝜑 iff T𝜑. In our
opinion, this move has unsustainable theoretical costs.
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can formally accept the two conditions without contradiction. However, the
theoretical cost that they have to pay is high; for this reason, we will develop
an alternative semantics to supervaluationism that is able to account for our
intuitions about omniscience and that validates OC. First, we present the key
ingredients of a branching time semantics; then, we reconstruct the argument
from a supervaluationist perspective and show that, although not inconsistent,
the supervaluationist is nevertheless forced to accept very strange conclusions.

3.1 Branching Time

A branching time structure8 is a couple consisting of a non-empty set of time
instants and an order relation defined on them: ℬ = ⟨𝕋,<⟩. Intuitively, the
instants are possible instantaneous states of the world, and < is the relation
of temporal precedence. This relation is, therefore, asymmetric and transitive
and satisfies (at least) the conditions of Backward Linearity (BL) and Historical
Connectedness (HC).

(BL) ∀𝑡∀𝑡1∀𝑡2((𝑡1 < 𝑡 ∧ 𝑡2 < 𝑡) → (𝑡1 = 𝑡2 ∨ 𝑡1 < 𝑡2 ∨ 𝑡2 < 𝑡1))

In words, two instants of the past of 𝑡 are either identical or ordered by <; this
implies that for every instant 𝑡, there is one and only one past history.

(HC) ∀𝑡1∀𝑡2∃𝑡(𝑡 ≤ 𝑡1 ∧ 𝑡 ≤ 𝑡2)

HC asserts that all the instants are connected in the past.
Maximal subsets of instants linearly ordered in 𝑡 are referred to as histories

(ℎ)—the possible courses of events around the world. Ours is a propositional
language that includes a possible infinite set of propositional variables (Var)
and two temporal operators, P and F. It is useful, as we will see in a moment,
to exploit metric temporal operators, such as P𝑛 and F𝑛. As indicated earlier,
P𝑛 means “𝑛 units of time before the instant of evaluation,” and F𝑛 means “𝑛
units of time after the instant of evaluation.”

Now, let us see how to define formula evaluations in our semantics. Here,
we will use an Ockhamist framework in which a formula 𝜑 is evaluated with
respect to a time 𝑡 and a history ℎ. For the formal feature of the order relation
among instants, any instant in the structure has only one past history but

8 For a classical presentation of branching time, see Belnap, Perloff and Xu (2001). Readers familiar
with this literature can go directly to section 3.2.
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one or more future histories, depending on whether there is branching in the
future of that instant.

The use of histories becomes crucial in the case of the evaluation of state-
ments in the future. Suppose there are two histories branching off from instant
𝑡0, namely, ℎ1 and ℎ2. In ℎ1, certain things happen, and therefore certain for-
mulas are true, while in ℎ2, things go differently and, consequently, other
formulas are true. How can we interpret the proposition “It will rain” (F𝜑)
evaluated at 𝑡0 if in one history it rains the following day and in the other
history it does not? A very natural solution might be to relativise truth condi-
tions to histories, as in Ockhamist semantics. Therefore, today, it is true that
in the future, it will rain in history, say, ℎ1, while it is false that in the future,
it will rain in history ℎ2:

ℳ, 𝑡/ℎ1 ⊨ock F𝜑 iff ∃𝑡′ > 𝑡,ℳ, 𝑡′/ℎ1 ⊨ock 𝜑
ℳ, 𝑡/ℎ1 ⊭ock F𝜑 iff ¬∃𝑡′ > 𝑡,ℳ, 𝑡′/ℎ1 ⊨ock 𝜑

On the Ockhamist semantics, only if a future branch is specified can a truth
value be ascribed to a formula. The intuitive problem with this theory consists
in the fact that there is no trace of such specification of possible branches in
our everyday talk about the future, which we would like to model (Wawer
2014, 366).

In the literature, there are two large families of answers to this problem.
The first, the Open Futurist semantics, denies that future contingents can be
true. Most Open Futurist semantics state that the truth value of a future tense
statement depends (in a sense to be specified) on what happens in all the
histories that stem from a certain instant. In the second family of views, on
the contrary, future contingents can be true. Usually, those who embrace this
thesis assume linearist semantics—that is, they believe that there is somehow
a privileged history and that the truth conditions of a future tense statement
concern only what happens in that history.

As is widely known, Open Futurists can be roughly divided into Peirceans
and Aristotelians: for the former, greatly simplifying, future contingents are
all false since a future tense statement is true if and only if it is true in all
future histories, and by definition, a future contingent is true in some future
histories and false in others. Aristotelians, on the other hand, maintain that
future contingents are neither true nor false.

It is not the purpose of this paper to precisely characterise the options on
the table nor to argue in favour of one solution or another (for this, we refer,
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among many others, to Thomason 1970; Todd 2021). Our aim here is only
to demonstrate that Open Futurism and RCP are not in conflict with the
possibility of an omniscient being.

3.2 Supervaluationism and RCP

Now, let us reconstruct Todd and Rabern’s argument from a supervaluationist
standpoint.

p

p → PFp

p

¬p

t0

t1

h1

t2

h2

Figure 1: caption

Supervaluationism distinguishes truth from super-truth. Formulas are eval-
uated with respect to instant/history pairs; they are then supervaluated with
respect to instants only. The idea can be described as follows: Formula 𝜑 is
super-true at 𝑡 if and only if 𝜑 is linearly true in every history that passes
through 𝑡; formula 𝜑 is super-false at 𝑡 if and only if 𝜑 is linearly false in every
history that passes through 𝑡; finally, 𝜑 is indeterminate if and only if it is
neither super-true nor super-false.

Figure 1 represents a fork made up of two histories (ℎ1 and ℎ2). Within
the first, 𝑝 is true; within the second, it is not true. Since 𝑝 is true at 𝑡1, in
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accordance with RCP, it was true at 𝑡0 that 𝑝 would be true because, for every
history that passes through 𝑡1 (that is, ℎ1), PF𝑝 is true at 𝑡1. Now, 𝑡0 ⊭sup F𝑝
holds because future contingents are never super-true. By Omni-Accuracy
and logic, we have that 𝑡0 ⊭sup B(F𝑝)—that is, it is not (super)true that God
believes at 𝑡0 that it will rain.9 Therefore, supervaluationists who endorse
Omni-Accuracy are forced to accept both of the following semantic state-
ments:

(i) 𝑡0 ⊭sup B(F𝑝)
(ii) 𝑡0/ℎ1 ⊨ock B(F𝑝)

Although (i) and (ii) are not contradictory and do not violate Omni-
Accuracy, this is a weird situation for supervaluationists. They must claim
that at a given instant of time, it is not (super)true that God believes that
tomorrow it will rain, but it is true with respect to some history that God
believes that it will rain tomorrow. It is not straightforward how the advocate
of this view could account for these results in a coherent, general picture.

In addition, there is a more general problem concerning the adequacy
of supervaluationist semantics in characterising epistemic predicates, such
as belief. It is well known that supervaluationism has been developed to
rigorously account for the semantics of vague predicates (cf., for instance,
Fine 1975). Now, it is not clear how this could apply to belief operator B. If
a subject is agnostic about 𝑝, then it seems natural to claim not only that it
is not true that she believes 𝑝 (and that she believes ¬𝑝) but also that it is
false that she believes 𝑝. However, this entails that ¬B(𝑝) is true. The export
of negation from the metatheory to the theory—that is, the passage from the
metatheoretical general claim ℳ ⊭ 𝜑 to ℳ ⊨ ¬𝜑—is invalid within the
supervaluationist semantics: from the fact that it is not (super)true that there
will be a sea-battle tomorrow, it does not follow that it is (super)true that
there will be no sea-battle. However, for the doxastic operator B, things look
different. Supposing that Emma is agnostic about the presence of beer in the
fridge, the supervaluationist semantics would force the following reading: it
is not (super)true that Emma believes that there is any beer in the fridge, but,
from that, it does not follow that it is false that Emma believes that there is
any beer in the fridge. Given our pre-theoretical stances about the semantics

9 MacFarlane (forthcoming) correctly notices that supervaluationism and Omni-Accuracy imply
𝑡0 ⊭sup B(F𝑝) and not 𝑡0 ⊨sup ¬B(F𝑝), as Todd and Rabern seem to suppose. However, we find
supervaluationism still problematic for the reasons given in the main text.
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of the verb believe, this seems to be rather odd. To solve this problem, perhaps
supervaluationists might postulate that if 𝜑 is indeterminate, then ¬B(𝜑) is
true.

There is a more serious problem for supervaluationists: the question arises
as to the truth value of formula P(B(F𝑝)) evaluated at 𝑡1. Supervaluationists
have two possibilities: either 𝑡1 ⊭sup P(B(F𝑝)) or 𝑡1 ⊨sup P(B(F𝑝)). However,
both seem to be problematic. If the former holds, then a fact of the past
(i.e., a divine belief) is indeterminate. This is against the intuition according
to which past facts are metaphysically determined. Therefore, the second
possibility must hold. However, in this case, Todd and Rabern’s objection
seems cogent: yesterday, it was indeterminate (or false) that God believed
F𝑝 since F𝑝 is a future contingent, lacking a (super)truth value, but today,
it is determinate that yesterday God believed F𝑝. Therefore, endorsing this
view is quite implausible because it implies an intrinsic change in past facts.10

Therefore, we agree with Todd and Rabern’s claim that supervaluationism
is in trouble with OC and the possibility of the existence of an omniscient
entity (Todd and Rabern 2021, 110–111). Now, the following question arises:
Is it possible to develop an OC semantics compatible with the existence of an
omniscient entity?

4 Retro-Believing and Retro-Truth

4.1 Double-Indices Semantics

In the following, we develop an OC double-indices semantics. Our system
is, in a sense, inspired by intuitions surrounding MacFarlane’s relativist se-
mantics; however, unlike MacFarlane’s system, our semantics considers both

10 MacFarlane (forthcoming) claims that Todd and Rabern’s argument presupposes a substantive
metaphysical claim: past and present beliefs are settled. However, it is difficult to see why past
and present beliefs should not be fixed as any other past or present fact. MacFarlane appeals
to Jackman (1999) to support the idea that past and present beliefs are not settled. However,
Jackman believes that a past belief is not settled when it involves indeterminate meanings that
are determined over time. Future uses ultimately determine past uses of a word. By Jackman’s
own admission, these cases might be quite rare. However, this would not be the case with divine
past beliefs about future contingents, which should always be determined by what happens in
the future, even when dealing with wholly determinate meanings.
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MacFarlane’s contexts of evaluation and of assessment as semantic indices.11

A formula is evaluated at a particular time and with respect to a perspective;
the perspective indicates the present time within the structure. We call this
framework perspectival semantics. From a formal point of view, this means
that a formula is evaluated with respect to an instant and any history that is
included between that instant and the particular instant that is the present,
or the “now.” Therefore, we evaluate the truth value of a formula at a certain
instant when another instant has the property of being now. In other words,
the second index is the perspective from which we “see” the structure.12 This
parameter is essential, as we will see soon, since it cuts off the histories against
which a formula is evaluated. In fact, the advancement of the world deter-
mines the future; time flows, and the bundle of possible available histories is
reduced. Today (𝑡), it is indeterminate whether it will rain or not tomorrow,
but tomorrow, when day 𝑡 + 1 will be now, the weather will no longer be
indeterminate.

To clarify, let us take the above example: today, December 10th, it rains.
Assuming that today’s rain is a contingent feature of the world, is it indetermi-
nate on December 9th whether it will rain the next day? The answer would be
that it depends on the perspective from which we locate ourselves. If we place
the now on December 9th or at an instant preceding December 9th, then the
rain of the following day is an indeterminate event. The world has arrived—so
to speak—at just a certain point, and the future is open. But if we place the
now at an instant following December 9th, such as December 10th, the world
has been determined, and some histories are no longer available; in particular,
the possibility of a December 10th with no rain has expired. Therefore, from
the perspective of December 10th, it is determined on December 9th that it will
rain the following day.

Why adopt a two-indices semantics? The grounding idea is that the ad-
vancement of the present prunes certain histories and leaves others open.
This feature is crucial when we evaluate the truth value of sentences that are
future-tensed but evaluated at a past instant. Since time has passed, some

11 We use this semantics since we believe that it makes our argument clearer. However, we assume
that our argument could be formulated in any semantics or post-semantics that involves two
evaluation indices.

12 One might wonder what the intended interpretation of perspectival semantics is and whether it
favours an A-theoretic construal. Although we have argued elsewhere that perspectival semantics
is an adequate framework for advocates of the A-theory, it is nevertheless wholly compatible
with a purely indexical reading of the now.
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histories are no longer available; they were open before, but not now because
things went a certain way. As said before, our framework explicitly ffavours no
specific metaphysics of time; consequently, we do not take a stance towards
the phenomenon of pruning. But let us consider that our linguistic practices
often refer both to available and no longer available histories. In other terms,
we evaluate the formula 𝜓 at an instant 𝑡 from a perspective 𝑡′. Sometimes,
the instant of evaluation is connected to the perspective, that is, it lies in its
past or future; sometimes not. In the first case, we have a factual situation;
in the second, a counterfactual one. The two-indices semantics seems to be a
promising conceptual tool in order to characterise these scenarios.13

From a formal point of view, our semantics accounts for this possibility by
using two temporal indices: the first is the evaluation instant, and the second
is the present. Therefore, let us consider the following expression:

(a) ℳ, 𝑡𝑖, 𝑡𝑗 ⊨prs 𝜑

(a) should be read as follows: 𝜑 is true at 𝑡𝑖 when the present is 𝑡𝑗. The former
index (𝑡𝑖) refers to the instant at which the formula is evaluated. The latter
index (𝑡𝑗) refers to the position of the present within the structure.

The two instants can coincide. This would be a case in which we would
evaluate, say, 𝜑 at 𝑡when the world has arrived at 𝑡. In any case, the evaluation
instant (e.g., 𝑡) and the present (e.g., 𝑡′) must be connected; in other words,
one of the following conditions must hold: 𝑡 < 𝑡′ or 𝑡 ≈ 𝑡′ or 𝑡′ < 𝑡.14 The
truth clause for atomic formulas is as follows:

(b) ℳ, 𝑡𝑖, 𝑡𝑗 ⊨prs 𝜑 ⇔ ∀ℎ ∈ (ℋ𝑡𝑖 ∩ℋ𝑡𝑗), 𝑡𝑖/ℎ ⊨
ock 𝜑

where ℋ𝑡𝑖 is the set of histories that pass through the instant 𝑡𝑖 (ℋ𝑡𝑖 = {ℎ|𝑡𝑖 ∈
ℎ}); therefore, (ℋ𝑡𝑖 ∩ℋ𝑡𝑗) is the intersection between the two sets of histories.
Here, we assume that the satisfiability operator is not bivalent in perspective
semantics. Therefore, we have the following:

(c) ℳ, 𝑡𝑖, 𝑡𝑗 ⊭prs 𝜑 ⇔ ¬∀ℎ ∈ (ℋ𝑡𝑖 ∩ℋ𝑡𝑗), 𝑡𝑖/ℎ ⊨
ock 𝜑

13 For a more extensive defence and articulated exposition of this two-indices framework, cf. de
Florio and Frigerio (2020).

14 A perspectival semantics in which the instant of evaluation and the now need not be connected
has been exploited to provide a counterfactual semantics in de Florio and Frigerio (2020). We
thank you, an anonymous referee, for this point.
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(d) ℳ, 𝑡𝑖, 𝑡𝑗 ⫤prs 𝜑 ⇔ ∀ℎ ∈ (ℋ𝑡𝑖 ∩ℋ𝑡𝑗), 𝑡𝑖/ℎ ⊭
ock 𝜑

The following truth clauses are straightforward:

ℳ, 𝑡𝑖, 𝑡𝑗 ⊨prs ¬𝜑 ⇔ ∀ℎ ∈ (ℋ𝑡𝑖 ∩ℋ𝑡𝑗), 𝑡𝑖/ℎ ⊭
ock 𝜑

ℳ, 𝑡𝑖, 𝑡𝑗 ⊨prs 𝜑 ∧ 𝜓 ⇔ ∀ℎ ∈ (ℋ𝑡𝑖 ∩ℋ𝑡𝑗), 𝑡𝑖/ℎ ⊨
ock 𝜑

and ∀ℎ ∈ (ℋ𝑡𝑖 ∩ℋ𝑡𝑗), 𝑡𝑖/ℎ ⊨
ock 𝜓

ℳ, 𝑡𝑖, 𝑡𝑗 ⊨prs P𝜑 ⇔ ∀ℎ ∈ (ℋ𝑡𝑖 ∩ℋ𝑡𝑗), ∃𝑡
′ < 𝑡𝑖, 𝑡′/ℎ ⊨ock 𝜑

Clauses without temporal operators are a natural extension of the Ockhamist
linearist evaluation. As for the past case, the second index is vacuous. In
the past of the instant of evaluation, there is just one history, and, therefore,
the evaluation is linear. Things become more interesting in the future case
because the second index plays a significant role.

φ

¬φ

tj

t1

h1

t2

h2

ti

Figure 2: caption

In figure 2, the instant of evaluation is 𝑡𝑖, while the now is at 𝑡𝑗; the truth
conditions of F𝜑 at 𝑡𝑖 are the following:
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ℳ, 𝑡𝑖, 𝑡𝑗 ⊨prs F𝜑 ⇔ ∀ℎ ∈ (ℋ𝑡𝑖 ∩ℋ𝑡𝑗), ∃𝑡
′ > 𝑡𝑖, 𝑡′/ℎ ⊨ock 𝜑

We now have two cases (see the figures below): the case in which the present
coincides (or precedes) the instant of evaluation, and the case in which the
present follows that instant:

φ

¬φ

t0

t1

h1

t2

h2

Figure 3: I Case

(I Case). In this case, the now (𝑡0) coincides with the point of evaluation.
Since ℋ𝑡0 ∩ℋ𝑡0 = ℋ𝑡0, both branches (the 𝜑-branch and the ¬𝜑-branch) are
available. Therefore, ℳ, 𝑡0, 𝑡0 ⊭prs F𝜑.
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φ

¬φ

t0

t1

h1

t2

h2

Figure 4: II Case

(II Case). Here, the now is at 𝑡1 and follows the instant of evaluation (𝑡0). The
history in which ¬𝜙 is true is no longer available because ℎ2 ∉ ℋ𝑡0 ∩ ℋ𝑡1.
Consequently, ℳ, 𝑡0, 𝑡1 ⊨prs F𝜑.

In the double-indices framework, the truth values of propositions change
with the flow of time. This accounts for RCP and the intuitions reviewed in
section 1.15

4.2 The Possibility of Omniscience

Is our perspectival semantics able to answer Todd and Rabern’s challenge?
We think so, and in order to show this, we must elaborate on a further im-
portant point. The belief operator is usually characterised through Kripkean
semantics using doxastically possible worlds—namely, possible cognitive
representations of the subject. It is debatable whether this approach is ade-

15 Our two-dimensional semantics has some similarity with the two-dimensional possibility frame-
work proposed by Cariani (2024), even though in a rather different context. In his framework, too,
the evaluations of formulas depend on two different possibilities, which correspond to moments
in branching time semantics.
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quate to model divine beliefs; in fact, God has just one representation of the
world—the correct one. This fact is correctly grasped by Todd and Rabern’s
Omni-Accuracy principle. However, there is another interesting point here.
The concept of belief is clearly representational: a subject believes that 𝑝 in
that she has a representation of the (actual) world as a world in which 𝑝 is
true. This holds true both for human subjects and for omniscient entities.
Believing that tomorrow 𝑝 will be true has to do with the representation of
the future actual world.

These reflections may seem to be trivial, but they are of a certain interest
if we take into account the double-indices analysis we provided. Since the
concept of belief is representational, it is natural to centre it on the now, where
we represent the present structure of the world. This does not mean that the
belief cannot concern the future or the past; we can believe that it will rain
tomorrow or that it rained yesterday, but we do so from the actual (present)
perspective, whereby if Emma believes (now) that it will rain (tomorrow),
this means that it is from the perspective of today that Emma believes that it
will rain tomorrow. Analogously, if Emma believed yesterday that it would
rain today, it is from the perspective of yesterday that Emma represented the
following day.

This peculiar feature could be formally presented through a particular
semantic clause about the belief operator B; in a nutshell, when one construes,
at instant 𝑡 and from the perspective 𝑡′, a formula in which the B operator
occurs, then one has to reformulate that interpretation, moving the now to
the instant of evaluation of the formula. The justification for this manoeuvre
follows from the fact that the belief operator must be fixed to the now. In
other words, we represent the world based on the information available at the
moment of the representation.

This means that we cannot rightly construe a past doxastic state if we locate
the epistemic subject at a time different from that at which she represents
the world. When we look back and wonder what we believed in the past,
we must backdate the now, bringing back the perspective to the one that is
contemporaneous with the instant of evaluation.

Formally, all of this can be characterised through the following belief se-
mantic norm:

(bsn) ℳ, 𝑡𝑖, 𝑡𝑗 ⊨prs B(𝜑) ⇒ ℳ, 𝑡𝑖, 𝑡𝑖 ⊨prs B(𝜑)
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where 𝜑 can have any logical complexity. A formula that describes a belief
attitude of any complexity must be evaluated from a perspective that coincides
with the instant evaluation of the formula. Therefore, (bsn) moves the index
of the perspective from 𝑡𝑗 to 𝑡𝑖.16

This point is important, and it deserves some clarification.17 (bsn) is a
principle that is not derived from other semantical axioms. On the contrary,
it is assumed as a formal counterpart of a conceptual reflection about the
very notion of belief. Let us consider an ascription of a doxastic state, such
as B(𝑥, 𝜓), whose intended meaning is: the doxastic agent 𝑥 believes that 𝜓
is true. Well, 𝜓 could have any complexity; in particular, it can be a future
or past tense sentence. So far, so good. But let us also consider 𝑥, that is, the
doxastic agent. In a temporal framework, 𝑥 is located (so to speak) somewhere;
she believes something at a given time. Then, the perspective from which
to evaluate B(𝑥, 𝜓) must be centred on the actual temporal position of the
doxastic agent.

As a consequence, the Omni-Accuracy principle 𝜑 ⇔ B(𝜑) becomes the
following:

(Omn-prs) For every 𝑡, ℳ, 𝑡, 𝑡 ⊨prs 𝜑 ↔ B(𝜑)

For every perspective, God believes what is true at the instant of that perspec-
tive. For example, if now(𝑡0), God believes every proposition that is true at 𝑡0
from the perspective of 𝑡0. Notice that since 𝜑 can have any logical complexity,
it can contain any number of temporal operators. Therefore, at 𝑡0 from the
perspective of 𝑡0, God believes what is true at the other points of the structure
from the perspective of 𝑡0. For instance, if 𝜑 is true at 𝑡−1 when now(𝑡0), then
God believes at 𝑡0 from the perspective of 𝑡0 that P1𝜑. In symbols:

ℳ, 𝑡0, 𝑡0 ⊨prs P1𝜑 ↔ B(P1𝜑)

Therefore, God believes at any instant what is true at any point in the structure
from the perspective of that instant.18

16 In the following, we also exploit the (bsn) principle for cases of dis-beliefs; this is reasonable,
however, since they are representational attitudes toward the world. The idea is that if a proposi-
tion is untrue (perhaps because its truth value is indeterminate), then an omniscient entity does
not believe it is true.

17 We want to thank an anonymous referee for having prompted these considerations.
18 As previously noted, the Omni-Accuracy principle is silent about cases in which the truth

value of the formula at play is indeterminate. We think it is plausible and in agreement with
our intuitions about an omniscient entity (but, in general, this should be valid for any epistemic
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The fundamental ingredients of our semantics can be summarised as fol-
lows: propositions are true at an instant of evaluation and with respect to a
perspective. This entails that, in some cases, the truth value of a proposition,
evaluated at instant 𝑡𝑖, is indeterminate from a certain perspective, while from
another perspective, it is true. Divine beliefs always track the truth from the
perspective of the evaluation because they are representations of the world at
a certain instant from the perspective of that instant.

Let us now see how our perspectival semantics, enhanced with (bsn), is
able to answer Todd and Rabern’s objection. First, let us resume, in a semi-
formal fashion, Todd and Rabern’s argument. For convenience, we use metric
temporal operators. Consider figure 5.19 Since 𝑡1 ⊨ 𝜑 and since, by hypothesis,
RCP holds, we have that 𝑡1 ⊨ P1F1𝜑. However, F1𝜑 is not true at 𝑡0 because
it is future contingent. It follows that 𝑡0 ⊨ ¬B(F1𝜑) (cf. footnote 12) because
God does not believe what is untrue, but since it is true at 𝑡1 that at 𝑡0 𝜑
would be true the following day, God should have believed that. Instead,
𝑡1 ⊨ P1(F1𝜑 ∧ ¬B(F1𝜑)). In other words, let us locate ourselves at 𝑡1 (when
𝜑 is true). In this case, two things were true yesterday: on the one hand, 𝜑
would be true the next day, and on the other hand, God did not believe that 𝜑
would be true the next day. However, this means that God is ignorant about
the future truth of 𝜑.

It is easy to realise that, within our framework, we get two theoretically
interesting results. First, the framework allows us to distinguish the case of
the “genuine” future from the case of the retrospective future (i.e., the future
in the past). At the same time, Todd and Rabern’s argument is no longer
reproducible. Let us see why.

subject) that the following condition must be satisfied: if a proposition is indeterminate with
respect to its truth value, then the omniscient entity does not believe it (as true). We translate
this indeterminacy situation via the following meta-theoretical conditional:

(ind-bel) If ℳ,𝑡0, 𝑡0 ⊭prs 𝜑, then ℳ,𝑡0, 𝑡0 ⊨prs ¬B𝜑

 (Omn-prs) and (ind-bel) describe, therefore, the relationships between propositions and their
truth values from one side and God’s beliefs on the other side.

19 Todd and Rabern never specify the semantic system in which they carry out their arguments. For
this reason, we assume that their satisfaction relation (⊨) involves a quantification on times.
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φ

¬φ

t0

t1

h1

t2

h2

Figure 5: Figure 3

From ℳ, 𝑡1, 𝑡1 ⊨prs P1(F1𝜑 ∧ ¬B(F1𝜑)), it follows that ℳ, 𝑡1, 𝑡1 ⊨prs P1F1𝜑 ∧
P1¬B(F1𝜑) and then thatℳ, 𝑡1, 𝑡1 ⊨prs P1F1𝜑. We also have thatℳ, 𝑡1, 𝑡1 ⊨prs

P1¬B(F1𝜑), whose meaning is: from today’s perspective, it was true that
yesterday, God did not believe that 𝜑 would be true. From this, it follows that
ℳ, 𝑡0, 𝑡1 ⊨prs ¬B(F1𝜑)—that is, again, from today’s perspective, yesterday,
God did not believe that 𝜑 would be true. Is this sufficient to claim that God
was ignorant? No. God appears to be ignorant only because we see the world
from a metaphysically privileged standpoint, and we look at the world from
the perspective of how things actually happened.

If we really want to locate ourselves at 𝑡0, we must also backdate the now;
we must, in other terms, rewind the tape of history. This is precisely what (bsn)
does: ℳ, 𝑡0, 𝑡1 ⊨prs ¬B(F1𝜑) becomes ℳ, 𝑡0, 𝑡0 ⊨prs ¬B(F1𝜑). Thus, when the
present was yesterday, God did not believe that 𝜑 would happen. However,
ℳ, 𝑡0, 𝑡0 ⊭prs F1𝜑 also holds because F1𝜑 is a future contingent. Therefore,
assuming the present version of OF, 𝜑 is neither true nor false at 𝑡0. However,

Dialectica vol. 77, n° 3



Retro-Closure Principle and Omniscience 103

the fact that an omniscient entity does not believe what is not (yet) true is not
a problem for that entity’s omniscience.20

Todd and Rabern’s argument hinges on a theoretical passage that retro-
grades the truth and charges an omniscient being with the alleged failure
to grasp that truth. However, it is precisely a retrograded truth: it is a truth
only because the world has moved forward, and what was indeterminate is
now determinate. If we place ourselves at the temporal perspective of the
omniscient entity at 𝑡0 (i.e., if we move the now to 𝑡0), we naturally get that
the omniscient entity does not believe that 𝜑 would be the case since, from
𝑡0’s perspective, it is not true that 𝜑 will be the case.

At the same time, from 𝑡1’s perspective, it was true that 𝜑 would be true:
RCP entails ℳ, 𝑡0, 𝑡1 ⊨prs F1𝜑. However, this is not a problem for the possibil-
ity of omniscience because Todd and Rabern suppose that the belief of the
omniscient entity occurs when the present is 𝑡0, not when it is 𝑡1.

In addition, we have that ℳ, 𝑡1, 𝑡1 ⊨prs P1F1𝜑 ∧ B(P1F1𝜑), from which it
follows that ℳ, 𝑡1, 𝑡1 ⊨prs B(P1F1𝜑). In other words, from today’s perspective,
God believes that yesterday, it was true that it would rain today. Actually, as
we have seen, it is true from today’s perspective that yesterday, it was true that
it would rain today.

To sum up, when now(𝑡0), God does not believe that F1𝜑 because she sees
the world from 𝑡0’s perspective, from which F1𝜑 is untrue. When now(𝑡1),
God believes that F1𝜑 was true the previous day because she sees the world
from 𝑡1’s perspective, from which the previous day it was true that 𝜑 would
be true the next day. Therefore, God’s beliefs always track the truth. Time
flows, and with its advancing, the truth values of propositions change; an
omniscient God always believes at a time 𝑡 what is true from the perspective
of that time. Put differently, God’s beliefs are changing in the same way that
the truth values of propositions change due to the flowing of time. However,
this is what is reasonable to demand of an omniscient entity.

Obviously, our argument can be opposed by objecting (bsn). However, this
does not seem to be a plausible objection if we assume that God is temporal,
as Todd and Rabern do. Such a God is temporally located, and He, therefore,

20 An anonymous referee suggests that Todd and Rabern’s argument shows the incompatibility
between the Retro-closure principle and the idea of permanent omniscience. The idea is as follows:
in our framework, we have cases in which an omniscient being realises—so to speak—that in the
past, there were true propositions not known. However, this does not happen in our framework
since the omniscient being realises that in the past, He did not believe 𝜑, but, nevertheless, 𝜑
was indeterminate from yesterday’s perspective. Only from today’s perspective, 𝜑 was true.
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knows the world from the perspective of the present. If we embrace the Open
theism view, His beliefs evolve when tracking the evolution of the world. If
this concept of God is assumed, it is quite natural to endorse (bsn): God is an
entity located within the present who, therefore, knows the world from the
present’s perspective, like human beings.

Of course, we could have different theistic views. We could hypothesise that
God is timeless and that He knows the evolution of the world from an eternal
perspective. Within these views, (bsn) can be safely discharged. However, if
these views are presupposed, Todd and Rabern’s argument is no longer valid:
being timeless, God neither remembers nor anticipates anything. Rather, He
sees the whole unfolding of the world from His eternal standpoint, and thus,
He knows all that happens at every instant. If God is timeless, it is meaningless
to wonder whether 𝑡0 ⊨prs P(B(F𝑝)) holds since the belief operator B cannot
be within the scope of the temporal operators and, in general, cannot be
evaluated with respect to an instant.21

Therefore, either one assumes that God is temporal, and then Todd and
Rabern’s argument does not succeed since it is reasonable to claim that (bsn)
holds, or one assumes that God is timeless, and then (bsn) does not hold. In the
latter case, however, Todd and Rabern’s argument cannot even be formulated
since their argument presupposes a God located within time.

5 Conclusions

In our semantic framework, there is no instant at which a formula is true, and
the omniscient entity does not believe it to be true. The theoretical cost we
have to pay is the acceptability of (bsn); specifically, the principle according to
which the ascription of belief to a subject at an instant is constrained by the
state of the universe at that time and cannot be legitimately forward dated.
We think this is a highly affordable cost based on a reasonable theoretical
proposal. We conclude that Todd and Rabern’s argument fails to show that

21 It is reasonable to require that a timeless God knows the truth values of propositions relatively
at every instant of time and every temporal perspective, that is, from any “now.” For this omni-
perspectival view of God’s knowledge, see de Florio and Frigerio (2019, chap. 6). This view seems
to be naturally connected with a B-theoretic metaphysics of time, where all the “presents” exist
on a par. If one wants to keep together a timeless God and an A-theoretic metaphysics, one
needs to appeal to non-standard A-theories, like Fragmentalism. On this, again, see de Florio
and Frigerio (2019, chap. 6).
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OF is incompatible with the possibility of an omniscient entity. OF, therefore,
remains a viable alternative in the tense semantics market.*
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Review of Schofield (2021)

Agnès Sophia Constance Baehni

Schofield, Paul. 2021. Duty to Self: Moral, Political, and Legal Self-Relation.
Oxford: Oxford University Press.

Paul Schofield’sDuty to Self (2021) is an excellent contribution to recent moral
philosophy. It is a much-needed addition to a literature that has, up until now,
largely ignored the possibility of reflexive moral relationships. Thorough
and challenging, the book is an indispensable read for students and scholars
with an interest in ethics, metaethics, and political philosophy. In this review,
I outline what I perceive to be the book’s main contributions and discuss
some areas of concern about Schofield’s innovative framework. It should be
noted from the outset that Schofield does not claim to tell us what we owe to
ourselves but rather seeks to establish the possibility of moral duties to the
self. As he insists: “The project is most concerned with the metaphysics of
morals, rather than the content of morality” (p. 18).

In its traditional ‘social’ understanding, the term ‘moral’ is applied to our
relationships with others and is only rarely applied to our relationships with
ourselves. It is often taken for granted that the normative dimension of the self-
relationship, how one should act towards oneself, is rather to be understood in
terms of prudence. Schofield questions this assumption by focusing on moral
duties to oneself. As we shall see, he is the first to offer a compelling way out of
the objection raised by Marcus Singer in the early 1960s, according to which
the notion of moral duties to oneself is incoherent. In a nutshell, Singer’s
(1959, 1963) argument is that we cannot be bound by a duty if we are at any
time free to release ourselves from it. We typically think of duties as binding
because the power to release us from them lies with another individual. Since
we are always free to release ourselves from what we owe to ourselves, Singer
argues, there can be no genuine duties to the self. This is the ‘waivability
objection’.

The first chapter, “On the Significance of Duties to the Self,” seeks to eluci-
date whether duties to the self can be moral obligations. Drawing on Stephen
Darwall’s (2006) influential insights, Schofield argues that having a genuine
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moral duty to ourselves entails that we adopt a second-personal stance to-
wards ourselves. So, the main issue is “whether a person can have duties
second-personally directed to herself, of the kind had by a person standing on
another’s foot” (p. 26). Singer’s waivability objection is based on the idea that
we cannot relate morally to ourselves in this way. While using Singer’s objec-
tion as his target, Schofield sets aside the possibility of conceiving our moral
relationships to ourselves on a monadic model of morality, like virtue ethics
(p. 23).1 This is where his approach is most ambitious: it aims to understand
our moral relationships to ourselves and others on a unified model.

A first way to reply to the waivability objection is introduced in chapter
3 (“Defending Duties to the Self Part 1: Duties Across Time”). Schofield’s
idea, roughly, is that we can understand our relationships to ourselves second-
personally by making use of the notion of temporal perspective. To illustrate
this idea, Schofield discusses the case of a smoker. Let us call him Alan. Why
should we think that Alan owes it to himself to quit smoking? Schofield’s
answer is that Alan can adopt a second-personal stance towards himself by
paying attention to the legitimate demands that might be issued from one
of his temporal perspectives. We can think, for instance, of his perspective
in 20 years’ time. When so doing, Alan may be confronted with a conflict
between his present and his future interests, i.e., the interests of his future
perspective. Alan does not want to quit smoking now since he finds it enjoyable
and is not suffering (yet) from any side effects. By contrast, judging from his
future perspective, he should quit smoking, as continuing to smoke will be
detrimental to his health in the long run. As Schofield explains, “these cross-
temporal conflicts between various of a person’s interests enable us to tell a
story about intrapersonal generation of duties that parallels in its essentials
an interpersonal story” (p. 67).

The waivability objection does not threaten duties owed to others because
the power to release us from our obligations lies in another’s hand. Under-
standing duties to ourselves in terms of obligations towards future perspectives
allows reconsidering the idea that we can always release ourselves from such
duties: we cannot when the power to do so lies with another temporal per-
spective. A question still remains: Does a person knowing that she will die
soon from an incurable disease have no duty to herself? To analyze duties to
ourselves as duties over time may not do justice to all these duties.

1 As Schofield observes, in virtue ethics, each virtue “supplies a standard for good action under
which all persons are evaluable, without necessarily putting the subjects into normative contact
with others” (p. 23).
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This limitation is addressed in chapter 4 (“Defending Duties to the Self Part
2: Duties at a Moment”), which seeks to establish the existence of duties to
ourselves at a time. When considering duties at a time, Schofield introduces
the notion of a practical perspective. The idea that we can occupy different
practical perspectives stems from the observation that we all wear different
hats: we are philosophers, parents, sportsmen and women, chess players, etc.
Sometimes, our duties as philosophers conflict with the duties of another of
our practical perspectives; for example, we wonder whether we should go
to the chess club or grade philosophy papers. As Schofield puts it, “When
an individual addresses another, a person might address herself from the
perspective of one of her practical identities, issuing demands that will be
received from a perspective associated with a different practical identity”
(p. 107). Again, the conflict between different perspectives’ interests helps
explain how we can have moral duties to ourselves at a time. We cannot
release ourselves from our duty to go to the chess club because the power to
do so lies with a different practical perspective, that of a chess player.

Schofield’s proposal is promising, but it also raises some concerns having
to do with the notion of a person. Quoting Schofield:

It has been my aim to give an account of duties […] while main-
taining that the person herself is the locus of moral value. But
one might doubt whether I’ve succeeded in this. Talk of personal
identities and of second-personal interactions between them will
suggest to some readers a picture on which multiple “selves” con-
stitute a person at a moment. (p. 124)

Indeed, the idea that we adopt several practical and temporal perspectives in
our practical deliberations intimates a kind of division that may threaten the
unity presupposed by the idea of a person: “We’re thus left to worry: What if
the cost of gaining a second person within is losing the person altogether?”
(p. 206).

Schofield goes on to answer this worry by insisting that the adoption of
the second-personal standpoint only requires the capacity to occupy different
practical or temporal perspectives. His proposal is not premised on the claims
that one is composed of different selves interacting with one another at a
time or that “person-stages, or time-slices” (p. 169) relate to one another over
time. Perspectives are epistemic stances, not metaphysical entities, and it
is always the person who relates second-personally to herself through the
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adoption of different perspectives. Schofield rightly emphasizes here a point
of tension in his proposal, having to do with the notion of perspective. We
might fear that by focusing on the task of telling us what these perspectives
are not, Schofield leaves us wondering about what they exactly are and how
we can access them. So, while his proposal is the most articulate response
to the waivability objection to date, the key notion of a perspective remains
somewhat elusive.

I suggested that some people may not have the kind of distant temporal
perspectives required to ground duties across time. One may also fear that the
appeal to practical perspectives is insufficient to explain why we have duties
to ourselves at a time. Consider, for instance, a genius artist who is fulfilled by
committing herself exclusively to her art or a monk who is perfectly content
with his life of devotion. Arguably, these individuals do not have other practi-
cal perspectives, and there is thus no conflict of interest. Granted that they
exist, can Schofield’s proposal acknowledge that people who are completely
coherent, unified, or focused on the present are in a moral relationship with
themselves? At first sight, the answer is “no” since his view presupposes the
capacity to look at ourselves from a distance, or to see ourselves as someone
else, so to speak. The same seems to be true of our moral relationships with
other people: I have a moral duty to be nice to my friends even though I want
to be nice to them anyway. We can have moral duties to the self and to others
without conflicting interests.

A second worry is that Schofield’s focus on practical and temporal per-
spectives might be blurring the nature of the issue at stake. There might be
alternative ways to gloss the necessary second-personal stance than by ref-
erence to temporal and practical perspectives. For instance, we sometimes
regard ourselves second-personally when considering that what we did was
morally wrong. The duty of self-respect may not be explained in terms of
demands issued by one of our practical or temporal perspectives but only by
reference to a moral perspective.

This brings me to my final point. Given its reliance on the notion of per-
spective, Schofield’s proposal may not have the resources to explain two prima
facie central and interdependent aspects of the reflexive moral relationships:
its relations to the aims of being happy and of becoming the best version
of ourselves. Indeed, to which practical or temporal perspective do we owe
the pursuit of happiness and of ethical or intellectual development? Given
that these goods are desirable from any perspective, reference to perspectives
seems here both unnecessary and insufficient in explaining why we have such
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duties to ourselves.2 This is where Schofield’s model of moral self-relationship
meets its limits. As I observed, Schofield is explicit that he does not seek to es-
tablish precisely what we owe to ourselves. Nevertheless, it seems reasonable
to expect the metaphysics of the moral self-relationship to be consistent with
how we intuitively conceive of the content of this relationship.

Chapters 5 and 6 of the book shift from the moral to the political sphere.
Having shown how we can relate morally to ourselves, Schofield goes on to
show that we can also relate politically to ourselves. In chapter 5 (“Might There
Be Self-Directed Political Duties? Troubles for State Paternalism”), he lays
out compelling reasons for thinking that we have no self-regarding political
duties before arguing, in chapter 6 (“Defending Political Duties to the Self: The
Possibility of Liberal Paternalism”), that we in fact have self-directed duties
of right and justice and that paternalism is among the state’s functions. His
aim, ultimately, is to challenge “a conception on which politics is for others
exclusively” (p. 140).

In the seventh and final chapter (“Practical Philosophy After Duties to
Self”), Schofield draws some important implications of his proposal, among
which the fact that it should not be taken “as a mere addendum to whatever
ethical theory is already in place” (p. 195). On the contrary, he insists that
two difficult and hitherto ignored questions now arise. First, what to do when
what we morally owe to ourselves conflicts with the moral interests of others?
Second, what should we do when our own interests conflict with one another?
These questions have been largely ignored so far, and practical philosophy
will certainly be busy in the coming years trying to answer them. We should
be grateful to Schofield for his stimulating proposal, which provides a stable
foundation for future debates on these issues.
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Lepine, Samuel. 2023. La nature des émotions. Une introduction partisane.
Analyse et philosophie. Paris: Librairie philosophique Jean Vrin.

We are now in the age of affectivism (Dukes et al. 2021): while emotions have
long been contrasted with cognition, they are now seen as a central element
of our rational life. Lepine (2023) joins this paradigm, arguing that emotions
are cognitive states, a source of axiological knowledge, and even an essential
component of values.

Lepine’s original contribution consists of an extremely cautious and impres-
sive interweaving of psychological and philosophical discussions of emotions
as well as of values. We may take from La nature des émotions a set of en-
tangled statements: (i) emotions are cognitive states distinguished by their
evaluative nature; (ii) they are sui generis psychological modes that focus our
attention and prepare our body for action; (iii) they are evaluative since we
can ascribe a correspondence between the emotion and the value instanti-
ated by the emotion’s intentional object (i.e., correctness conditions); (iv) the
correctness and justification conditions of emotions partially depend on the
background motivations on which every emotion is based because (v) values
depend on some non-evaluative properties of external objects as well as on
the agents’ motivations. These different points fit together to form the most
comprehensive introduction to emotions I’ve read since Deonna and Teroni’s
The Emotions (2012). Let us examine how.

Chapter (1) outlines the so-called “naive features” of emotions: automaticity,
valence, intentionality, direction of fit, cognitive and motivational bases, etc.
Chapter (2) focuses on the opposition between emotion and cognition. The
notion of cognition is discussed with reference to the debate between Zajonc
(1984) and Lebens and Folkman (1984). Lepine (2023) endorses the appraisal
theory of emotions in psychology (Lazarus’ view), arguing that (i) emotions are
cognitive states insofar as stimuli processing in emotions makes them available
for semantic processing (p. 61), the evaluative nature of the processing being
the mark of emotions in cognition (pp. 59–60).
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Chapters (3) and (4) explore the evaluative nature of emotions. Lepine
first wonders whether emotions constitute a natural kind. Chapter (3) sets
out Griffiths’s (1997) well-known objections to the idea that emotions share
essential properties, coupled with considerations coming from constructivist
theories (e.g., Russell 2003). Lepine concludes, in line with the appraisal
theory, that “emotions would indeed constitute a natural kind insofar as each
of them shares the function of detecting a specific core relational theme”
(p. 87; I translate all quotations).1

Chapter (4) then explores philosophical theories of emotions to understand
further the notion of a core relational theme. According to Lepine, this notion
is analogous to what philosophers call “formal objects” (pp. 108–109). A dog, a
steep cliff, losing my money in the stock market, and my Ph.D. supervisor are
objects I mention when answering the question, What are you afraid of?—they
are the intentional objects of my fear. What do they have in common (when
my fear is appropriate)? They all instantiate the same evaluative property,
being dangerous. Danger is, thus, the formal object of fear. How are formal
objects connected to emotions? Lepine follows Deonna and Teroni’s (2012,
2015, 2024) attitudinal view of emotions, according to which (ii) emotions are
sui generis psychological modes (i.e., they are reducible neither to judging nor
to perceiving, and so on)2 constituted by unified bodily feelings that prepare
the subject for action—e.g., fear prepares me to flee. Most importantly, (iii) the
content of emotions need not be evaluative; the evaluative nature of emotions
lies in the fittingness relation between fear, shame, pride…, and the evaluative
properties instantiated by the intentional object of these emotions. In other
words, the content of my emotion doesn’t need to go beyond a non-evaluative
representation of the intentional object—“the dog,” “the steep cliff,” etc.

Lepine illustrates this relationship by interpreting the attitudinal theory
through Cummins’s (1996) analysis of psychological attitudes. Attitudes are
characterized by their cognitive function;3 the attitude sets a target and pro-
cesses its content in a way that is correct when the target is reached:

1 We may regret that Lepine does not raise as vigorous objections to appraisal theory as he does to
other ones. For example, it is unclear whether appraisals cause or constitute emotions (Moors
2013; Roseman and Smith 2001).

2 Chapter (4) also discusses perceptual, judgmental, mixed views, etc. These discussions are close
to those of Deonna and Teroni (2012, chaps. 5–6). It is unfortunate that some recent approaches
(e.g., Mitchell 2021; Müller 2019) are not covered.

3 Here, the term “function” refers to a representational function à la Dretske. In this sense, emotions
can be said to represent values. Yet the attitudinal view argues that values do not feature in the
content of emotions.
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My emotion of fear implies an evaluation of the dog as danger-
ous: I apply to the content of my representation (the dog) a target
(dangerousness). And this emotion is correct if it targets a state
of affairs that fits with the mobilized representation, i.e., if dan-
gerousness (the target) is indeed one of the properties of the
represented dog (the content). (p. 134)

A refinement of the attitudinal theory is then developed to circumvent the
common objection that emotions are not reducible to bodily feelings (Goldie
2000; Mitchell 2021). Lepine insists on the way emotions direct our attention
on aspects of the intentional object and considers that, at least in the case of
mild emotions, we need to focus on this rather than on bodily feelings (p. 139).
He argues that attention is a necessary component as well, and sometimes
more salient than the bodily component (p. 141, see also Deonna and Teroni
2015).

This elegant (and plausible!) refinement makes sense of the idea that bodily
feelings are directed toward the external world—since they accompany and
are calibrated by an attentional mechanism. In addition, just as Brady (2013),
Lepine can explain how emotions, while not representing values in their
content, lead us to focus on natural properties in the world that constitute the
basis for an understanding of values (p. 143).

Chapter (5) focuses on the correctness conditions of emotions and, there-
fore, on what it means for an emotion to fit a value. In a new and stimulating
way, Lepine contrasts an independentist view with a motivational view of
correctness. According to the first view—attributed to Tappolet (2016) and
D’Arms and Jacobson (2000)—correctness is determined solely by the natural
properties instantiated by the intentional object of the emotion. For instance,
my sense of humor is irrelevant to determining the correctness of my amuse-
ment at Julie’s joke; the only thing we need to consider is whether the joke is
objectively funny. Lepine rejects this analysis and suggests that (iv) the cor-
rectness of emotions also depends on their congruence with our “background
motivations”—i.e., desires, preferences, feelings, character traits…—as well
as the coherence of these motivations, as we shall see later (p. 192).

There are psychological and axiological elements in Lepine’s view. On the
psychological side, motivations are considered as a necessary base of emotions
(p. 163, see also Baier 2004; Roberts 2003). On the axiological side, Lepine
adopts (v) a form of (neo-)sentimentalism according to which values are un-
derstood in terms of appropriate emotions (p. 151)—e.g., injustice is what
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deserves indignation (Brentano 1902). Thus, if appropriate emotions underlie
values, and if emotions are based on motivations, then (by transitivity) moti-
vations underlie values (at least partially). This leads to a subjectivist view of
values: it is only when 𝑥’s natural properties are prized by humans (or sentient
creatures) that 𝑥 deserves pro-attitude A and thus is good.

Note that Lepine considers that motivations are themselves subject to cor-
rectness conditions: motivations are considered correct until proven other-
wise, i.e., until they contradict our experience, higher-order beliefs, or (social,
prudential, moral…) norms (p. 180). It is thus difficult to possess racist mo-
tivations without encountering contradictions (p. 182). Motivationalism is
thus a naturalist view on value that occupies a middle ground between “raw”
subjectivism and naïve realism.

Finally, in chapter (6), Lepine argues that the justification of emotions is
also impacted by motivations. The independentist argues that emotions are
justified when we can mention natural properties on which the corresponding
value may supervene (“Why am I afraid of that dog? Did you see its teeth, its
bloodshot eyes, its lowered tail?!”). The motivationalist replies that subjective
motivations also play a justificatory role—as we shall see later.

In the very last section of La nature des émotions, Lepine attempts to demon-
strate that emotions, despite their subjective nature, are a trustworthy tool for
evaluative judgment (p. 224). Contrary to the idea that emotions are prone to
many “false positives” (see Goffin 2023), Lepine argues that even when we
“confabulate” to justify our (inappropriate) emotions, these confabulations
are relatively plausible (p. 218) and should not prevent us from trusting our
emotions most of the time (p. 224).

Considering the author’s clear view on emotions and values, I may suggest
only a few challenges aimed at extending the discussion he proposed.

Among these challenges, we might mention that Lepine does not substan-
tiate his parallel between core relational themes and formal objects. Yet, as
Teroni (2023) points out, psychologists have a hard time reconciling the core
relational theme or “molar value” (such as injustice, dangerousness, sub-
lime…) and the “molecular values” targeted by each appraisal check (such as
relevance, urgency, power…). Since psychologists tend to subjectivize molec-
ular values, this might confer an advantage to the motivational view, as long
as the shifts between molecular value, molar value, and, finally, formal object
are conceptually possible.

Another challenge concerns both psychological and axiological motivation-
alism. The two aspects seem inseparable in Lepine’s mind, and this, in my
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opinion, implies that adopting motivationalism carries a lot of presupposi-
tions. For instance, we find very little argument against the realist approaches
to values except the evocation of one aspect of the queerness of values (Mackie
1977): isn’t it odd that an “objective” property of the world (value) has moti-
vating or normative power (pp. 169–170)? The motivational view dissolves
this issue, but it is far from being the only solution (see Enoch 2011), and it
comes with costs and concessions.

Consider the cost at the psychological level. A direct and acknowledged
consequence of motivationalism is that there can be no such thing as emo-
tional discoveries (p. 167, p. 173). Just as Sartre (1940) claimed that we can
never discover anything with imagination other than what we’ve put into
it, Lepine maintains that we never acquire new motivations by feeling an
emotion. This is questionable. Consider Pablo being forced to attend opera—a
musical genre he has no motivation to listen to. However, this time, he is
touched; from now on, he is willing to come back every month and add opera
playlists on Spotify. According to Lepine, Pablo’s emotion necessarily arises
from a pre-existing motivational basis. At a certain degree of generality, this is
indisputable: maybe Pablo has a preference or a desire for music (in general),
beauty, or pleasant moments. Yet, this seems to miss the point raised by schol-
ars acknowledging the possibility of emotional discoveries. If we work with a
fine-grained notion of motivation, we seem to acquire new specific interests
or re-evaluate (quite radically) states of affairs thanks to our emotions. The
only replies available to Lepine are either to assume that emotions that are not
based on pre-existing motivations are inappropriate (see p. 185, p. 222) or that
the relevant specific motivations are unconscious (see p. 188). This is unfortu-
nate considering that the latter is painfully ad hoc, whereas the former clashes
with cases of “outlaw emotions” that seem fitting even though they contrast
with our personality (Silva 2021). Now, if Lepine rejects the fine-grained ap-
proach, one might ask why congruence with background motivations should
count as correctness conditions (p. 192): a condition that cannot be incorrect
is incongruent with the common understanding of correctness conditions.

At the axiological level, the motivational approach is convincing when
we consider personal values (see Rønnow-Rasmussen 2007). For instance,
my disappointment at a friend’s betrayal may be justified by my twenty-year
attachment to that friend (see Bell 2011). It is so because betrayal is the kind
of value that depends on a relationship; it cannot be instantiated between
two strangers. But when we consider impersonal values, motivationalism
loses its panache. Epistemic values, for example, hardly seem to depend on
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our motivations. Invoking subjective motivation to justify an epistemic emo-
tion comes across as odd—my astonishment at discovering a mathematical
demonstration cannot be justified by my passion for Pythagoras. This provides
a psychological explanation of the emotion (someone who does not share my
passion for Pythagoras would not have been astonished), not a justification,
which depends, e.g., on whether there are reasons to think that the proof is
sound and noteworthy.

Lepine is aware that motivationalism blurs the justification/explanation
contrast (p. 200) and might reply that impersonal values are based on interests
shared by all mankind (see p. 174). I disagree because I think that impersonal
values render the world better for human beings, even when they currently
have no motivation to promote them. In the world depicted by the movie
Idiocracy—where the planet’s most foolish inhabitants have reproduced in
large numbers to the point of engendering a society with no culture or histor-
ical knowledge—nobody is motivated to acquire knowledge. I would not say,
however, that knowledge has no value in this world. People are just wrong!
You may say that they should be motivated by knowledge. Then, if knowledge
possesses value not because people have motivations but because knowledge
deserves to motivate them, we lose the motivationalist view on the way and
go back to pure (neo-)sentimentalism.

Samuel Lepine’s monograph is subtitled “une introduction partisane”: it is
introductory in the noblest and most exciting sense of the word; it offers an
overview of affective topics in philosophy and psychology without detracting
from the precision and complexity of the debates. Written in crystal-clear
French (guarantee without any trace of Sorbonnian style!), La nature des
émotions results in a conceptually plausible and empirically supported defense
of the appraisal theory, the attitudinal view (re-visited), and the motivational
view (introduced here).
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Review of Landgrebe and Smith (2022)

Jonathan Simon

Landgrebe, Jobst and Smith, Barry. 2022. Why Machines Will Never Rule
the World. Artificial Intelligence Without Fear. London: Routledge.

In this formidable book, Jobst Landgrebe and Barry Smith argue that no AI will
ever attain human-level intelligence. The book is a challenging read, but it is
full of important insights, its master argument is original, it is informed by an
impressive array of sources, and it is timely. It merits philosophical attention.
The book is also noteworthy because it is the collaboration of an engineer and
a philosopher. Landgrebe runs an AI software company: he has an M.D. and a
Ph.D. in biochemistry (although notably, his grandfather Ludwig was a famous
phenomenologist). Smith is an expert on the Austrian phenomenological
tradition and in formal and applied ontology (where, notably, he has pioneered
a way to apply philosophical theory and method to data engineering). This
kind of collaboration is vital but hard to achieve.

In very broad strokes, the book’s master argument is this: Human-level
intelligence requires coping with and getting on in environments that are
complex dynamical systems—that is, environments that are open and chaotic
and subject to feedback effects, with trends and statistics that change over
time (think: the weather or the stock market). Data models of such complex
dynamical systems are always mere approximations not good enough to enable
long-term prediction in a complex world in constant flux (think: why you
don’t know whether it will rain next Saturday and why you can’t reliably
beat the stock market). But AI systems are just data models. So, in principle,
they can’t enable the sort of coping that humans are capable of. What about
full-on emulations of the human neuro-cognitive system? That system, too,
is a complex dynamical system, so no ensemble of algorithms based on data
models can approximate it well enough for full-on emulation (in Landgrebe
and Smith’s terminology: well enough for a model that is both “adequate”
and “synoptic”—where this means a model that enables predictions that are
accurate enough for the task at hand).
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Here is how they proceed. Chapters 1–6 present their general picture of
intelligence and mindedness, as well as language and sociality, and why they
think that having these capabilities entails that we can cope with and also that
our neuro-cognitive systems are complex dynamical systems. Highlights from
these chapters include fresh insights on the mind-body problem in chapter
two, the authors’ breakdown of human intelligence into “primal” and “objec-
tifying” intelligence and their critique of reward-optimization conceptions of
intelligence in chapter three, and detailed analyses of language and social-
ity informed by both phenomenology and empirical work in chapters 4–6.
Chapters 7–8 deliver the linchpin of the master argument: the claim that AI
systems cannot adequately or synoptically model complex dynamical systems.
Chapters 9–12 argue that it follows from what they argue in chapters 1–8 that
AGI is impossible, that machines will not master human language or sociality,
and also that mind uploading is a waste of time, as are attempts to create
digital minds to carry on our civilization. Finally, chapter thirteen makes
positive recommendations, discussing what Landgrebe and Smith think AI is
good for and how they think it should be used.

Let’s look closer at the linchpin of the master argument. In section 7.5.2,
Landgrebe and Smith enumerate seven key features of complex systems:

Change and Evolutionary Character (pp. 126–128). Complex
systems evolve in various ways: the system’s boundaries can shift,
new elements come, and old elements go. In many cases, complex
systems can undergo changes in the types of elements they contain
or interactions they participate in.

Element‐Dependent Interactions (pp. 128–129). Complex
systems typically have different kinds of functionally individuated
elements, e.g., the different roles played by proteins, kinases, and
ATP in phosphorylation (contrasted with the way that mass and ve-
locity are all you need to chart all of the interactions of a Newtonian
system). Elements of a system can also change their functions over
time.

Force Overlay (pp. 130–131). Complex systems typically involve
interactions between all four of the basic physical interactions (EM,
gravity, strong and weak).
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Non‐Ergodic/Complex Phase Spaces (pp. 131–132). We cannot
predict the trajectory of a complex system over its phase space by
averaging over volumes of that phase space.

Drivenness (pp. 132–136). A driven system is a system that does
not generally converge to equilibrium because it has access to a
reliable energy source.

Context‐Dependence (p. 137). The interface between a complex
system and its environment is constantly changing, e.g., which ele-
ments are part of the system vs. part of the environment, or what
states the system can occupy.

Chaos (p. 137–138). Chaotic systems are unpredictable because
small differences in initial conditions may lead to large differences
down the road.

Say that systems having all seven of these features are fully complex. Land-
grebe and Smith’s master argument is that AGI would only be possible if fully
complex systems could be adequately and synoptically modelled (either the
ones in the environment or the ones in the brain), but that fully complex
systems cannot be adequately and synoptically modelled.

I am not going to say much here about whether they are correct that fully
complex systems cannot be adequately and synoptically modelled. It is in-
tractable to find exact solutions to the dynamical equations for most complex
systems (even ones that are not fully complex, like three-body gravitational
problems). Approximation is thus the name of the game. The more chaos a
system exhibits, the more its distribution changes over time, etc., the harder it
can be to find approximations that are both tractable and accurate enough for
the problem at hand. This much is beyond dispute. However, Landgrebe and
Smith are arguing for something extremely ambitious: not just that suitable
approximations are sometimes or even typically very costly, but that they are,
in principle, unavailable for a wide range of cases and will continue to be,
even with the increases in computing power that we can expect the future to
bring. This is less clear. It is hard not to look at, for example, NASA’s recent
successes on missions like DART or OSIRIS-REx and come away with the
impression that, when there is a will to find suitably accurate approximations,
there is a way.
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For the remainder, though, I’ll focus on the more philosophical questions
that arise in Landgrebe and Smith’s defence of their claim that AGI would
only be possible if fully complex systems could be adequately and synopti-
cally modelled. They pursue two routes to this conclusion. I’ll call these the
argument from coping and the argument from emulation.

According to the argument from coping, there are fully complex systems in
our environments; we cope with them, and AGI is only possible if you can
achieve this coping by means of adequate and synoptic modelling.

According to the argument from emulation, our neuro-cognitive systems
are fully complex systems, and AGI is only possible if you can emulate them
by adequately and synoptically modelling them.

The coping argument is mainly developed in an earlier work, Landgrebe
and Smith (2021), but it serves as background for the emulation argument,
which is the focus of the present book.

On coping: here, I worry that there is an equivocation. I’ll grant unequivo-
cally that there are fully complex systems in our environments, like weather
or the stock market, but I’m not sure what it means to allow that we cope with
them. Do individuals really cope with hurricanes or stock market crashes?
Arguably, imperfect though they are, computational models of hurricanes are
the best tools we have for coping with hurricanes. Our coping abilities turn
on bounded, often flawed approximations of the chaotic world around us. If
those models are enough for coping, then clearly calling for adequate and
synoptic modelling sets the bar too high (as a necessary condition for an AI
system to count as coping). On the other hand, if these models aren’t enough
for coping, then, presumably, we can’t cope. Either way, the argument from
coping fails: either we cannot cope, or the computational methods we use to
cope (which fall short of adequate and synoptic modelling) suffice for coping.

On emulation: here, I have a few worries. First, it isn’t obvious that our
neuro-cognitive systems are fully complex. For example, it is debatable how
much chaos there is in the healthy brain, as opposed to criticality or near-
criticality (see O’Byrne and Jerbi 2022).

Second, there is an equivocation lurking in the notion of ‘emulation’ at
issue. Is the aim of emulation to create a perfect replica of a specific token
system, e.g., to build a concrete model of a specific hurricane, accurate enough
to predict where and when that particular hurricane will make landfall? Or is
the aim simply to generate a new sample from the same distribution, a new
token of the relevant type? If we are after our own digital immortality, then
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maybe we must pursue the former project. In contrast, if all we want to do is
build an AGI, we only need pursue the latter project.

But I worry that from the claim that the human neuro-cognitive system is
fully complex, taken together with the claim that it is impossible to adequately
and synoptically model fully complex systems, we only get the impossibility
of token-level emulation, leaving open the possibility of type-level emulation.

Maybe we cannot build a model of an actual specific hurricane currently
out at sea that will allow us to predict to the minute or square mile when and
where it makes landfall. But we can build models of hurricanes that embody
the profile of hurricanes in general (see Weisberg 2013 for a discussion of
distinctions between kinds of predictive models). So too here: the AGI we
build might not be a perfect copy of you or me, but this does not preclude
that it is adequate as a type-level emulation—especially so since the type in
question is system that has human-level intelligence and not system that is as
complex as humans.

Of course, the token-level question is important, too; it seems relevant
to questions of uploading and digital immortality. But there is no simple
refutation of the possibility of uploading or digital immortality here since
numerical identity over time does not require qualitative identity over time.

For the type-level question, of course, it remains to be shown that such
an emulation is possible. Maybe adequate and synoptic modelling of fully
complex systems would still be required, even if the thing we create is not
constrained to perfectly resemble an existing intelligent being.

This is one way that the coping argument fits into the dialectic of the book:
if human-level coping involves harnessing our full complexity in order to ride
out storms, and we can do this as well as we would if we had adequate and
synoptic models of those storms, then emulating our type in silico presumably
entails adequate and synoptic modelling of fully complex systems somewhere
or other. But if, as I suggest above, we don’t cope as well as that, then it does
not follow that emulating us entails adequate and synoptic modelling of fully
complex systems somewhere or other.

Landgrebe and Smith might advocate a slightly weaker fallback claim,
which is that the full (or nearly-full) complexity of our neuro-cognitive systems
surely must have something to do with all of our intellectual successes, and so
nothing will succeed in emulating us (at the type level) if it cannot at the very
least instantiate the seven key features that make a system fully complex. This
isn’t obvious: again, the type to be emulated is not system that is as complex
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as humans but rather system that has human-level intelligence. Still, it merits
consideration.

But there is no clear reason to doubt that we can build digital systems that
instantiate these features. Think of Conway’s Game of Life or other complex
systems generated in silico via cellular automaton rules. If we assess criteria
like drivenness and force-overlay within the simulation, arguably, these are
fully complex. So, too, for deep learning systems, especially if we focus on
their dynamics during training (as opposed to inference). During training,
parameters evolve (and the sampled distribution changes). Stochastic gradi-
ent descent is non-ergodic: systems get stuck in local minima all the time.
It can also be chaotic or near-chaotic: there are trajectories that pass along
the borders of basins of attraction for local minima. Even during inference,
some complex features can be seen. For example, the whole point of atten-
tional mechanisms is to allow models to handle context during inference
(see Søgaard 2022), and functional differentiation between different neural
network layers (attention vs. feed-forward, pooling vs. convolution, etc.) exem-
plifies element-dependent interactions. Finally, let’s not forget about neural
organoids, which are programmable assemblies of biological neural cells:
these certainly fit the bill if nothing in silico does.

Thus, we have a few reasons to doubt that Landgrebe and Smith fully suc-
ceed. Even so, their arguments are important and merit further consideration.
If our uploads are guaranteed to differ from us, this problematizes the claim
that we can survive into them or that they preserve us, even if the matter is
far from settled. And I certainly agree with Landgrebe and Smith about the
limits of current AI systems and that the question of how and to what degree
we adaptively harness our underlying complexity is a key open question, one
which we must answer to fully understand the difference between biological
minds and AI systems. That said, I am still afraid.*

Jonathan Simon
0000-0001-6081-4127

Université de Montréal
jonathan.simon@umontreal.ca

* Thanks to David Anderson, Jaan Aru, Axel Constant, George Deane, Jordan O’Byrne, Steve
Petersen, GPT-4, Claude, and the editors of Dialectica for comments on an earlier draft.
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